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INTRODUCTION TO VOLUME 2

The main findings and recommendations of the FO@I#Bk Group on Landscape and
Mitigation Factors in Aquatic Ecological Risk Asse®ent are presented as Volume 1 to this
report. The purpose of this second volume is twide the detailed review material

underpinning discussions within the Work Group.

The Work Group reviewed a large amount of technidarmation within four main topic
areas for which subgroups were established. Thegreups were categorized as follows:
¢ Risk mitigation e Landscape analysis
e Exposure modelling *  Ecology
Each of these subgroups has produced a detaileditat review for its subject area. The
scope of the review exercise that was conductptbigded below along with the relevant

section in this second volume of the report:

Risk mitigation Section 1
Current practice in risk mitigation within the framework of 91/414/EEC 1.1
Options to mitigate exposure via spray drift 1.2
Options to mitigate exposure via surface runoff 1.3
Options to mitigate exposure via drainflow 1.4
Mitigation measures applying to all routes of exposure 15
Exposure modelling Section 2.1 & 2.2
Refinements to FOCUS Step 3 surface water modelling (Step 4 211
calculations): edge of field modifications; incorporating mitigation

measures; more complex modelling

Modelling at the catchment scale 212
Probabilistic risk assessment 2.1.3
Use of monitoring data in exposure assessment 2,2
Landscape analysis Section2.3& 2.4
Unit of analysis 231
Site selection process 2.3.2
Landscape factors for higher tier exposure assessment 2.3.3
Exposure estimates for higher tier assessment 234
Relating landscape factors to a larger area 2.35
Supporting information for higher tier exposure assessment 2.3.6
Evaluating the spatial distribution of results 2.3.7
Use of remotely-sensed data in landscape characterisation 2.3.8
Data layers and contacts for spatial analyses 2.4
Ecology Section 3
Overview of current legislative background and protection aims 3.1
Factors that influence organism composition 3.2
Abiotic and biotic factors that influence effects 3.3
Ecological factors that influence exposure 3.4
Landscape factors that influence effects and recovery 3.5
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1 REVIEWS OF THE STATE-OF-THE-ART IN MITIGATING RISK

1.1 Introduction

1.1.1 Scope of the review

A broad view of risk mitigation measures is taked these are defined as all measures and
conditions which mitigate risk compared with thargtard use situation considered during
risk assessment in accordance with the Uniformdiries. This means that not only active
mitigation such as implementation of a no-spraydiufone, but also the absence of a
vulnerable situation (e.g. large and/or flowing eratodies with large dilution potential) are

considered within the review.

Risk mitigation measures are related to “risk” #merefore label phrases connected to
substance-inherent properties are not discussditjation of point sources of contamination
is not considered because no regulatory risk assgads conducted for this type of
exposure. In general, this type of exposure shbelteduced to zero by technical means
independent of the risk to aquatic organisms. Tdpaach should be comparable with

industrial chemicals.

The chapter is divided into major sections whichadibe current procedures for risk
mitigation across Europe, set out the scientifickigaound for risk mitigation measures
currently used and explore those measures on thglédield/small water body” scale which

are currently not used for regulatory purposesntight be used in the near future.

The main purpose of this report is to identify pai@ risk mitigation measures from a
scientific point of view but considerations relatedhe implementation in practical
agriculture will also be tackled. However, issuglated to the acceptance of risk mitigation
measures by farmers and especially legal aspentected with enforceability of restrictions
will not be discussed extensively because theyeamng much related to the specific situation
in individual Member States. Ideally, the followingerview should give ideas on how to
improve risk mitigation measures currently usedriter to come to better harmonized

approaches which would ease decision-making dEtinepean level.
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1.1.2 General comments on implementing risk mitigation measures

The setting of restrictions is not only based derddic considerations. Legal and
administrative requirements, enforceability andeptance by stakeholders are additional
iIssues to be considered and in practice often pertiant as scientific problems. The
description of the additional scenarios/wordinghef restriction is in some member states
very much driven by legal requirements to make suaepunishments are possible if users
do not follow the restrictions. As the state of #nedevelops, new phrases must be
introduced and if restrictions are on the labé isually difficult to change all
authorizations containing the restrictions at thee time due to legal and administrative
requirements. Therefore safety phrases should beasas possible and should only contain
product-specific information. Different phrases floe same problem are usually confusing
for users and reduce acceptance amongst themetisenable to refer in safety phrases on
the label to official publications where differesgenarios are decribed in order to ease the
implementation of progress of the state of theaartjd changes of all authorizations and
confusion amongst farmers. All information whicmmseded to follow risk mitigation
measures but which is not product-specific shoelehisluded in such documents. These
publications can be amended when needed and azdtions are always up to date without

any administrative work on single authorization®anex | inclusions.

It must be possible under practical conditionsrifmece restrictions. Therefore risk
mitigation measures which are too sophisticated beagossible from a scientific point of
view but not in practice. On the other hand, ovsngplistic restrictions (which may be too
protective in some situations) are not acceptefhibyer organizations because they lead to

unjustified limitations on food production.

It is very important to develop risk mitigation nse@es in close contact with stakeholders
(farmers, industry, NGOs etc.) to increase theweatability. Training courses for farmers by
the extension service are especially needed ifdesrshould follow more difficult to
understand risk mitigation measures as for exatmolee currently used in Sweden or UK.
Simple computer-based decion-making programmesdieudeveloped. Environmental
issues may also be included in the stewardshipranoges of companies. In Germany, state
authorities developed such programmes and madedkaitable to farmers via the internet.
Furthermore, slides and background information waenaeloped which have been used by
state authorities to educate farmers. Also in Gaygn&I|S-based maps have been generated
to show which areas have a high recovery potefurakrrestrial life. Safety phrases are

connected to these maps/lists and farmers carcgessito this information via the internet.

9
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Book-keeping is a reasonable tool to ease contnastrictions especially more complicated

ones.

This report is mainly focused on protection of #ugiatic compartment. Contradictions with
other measures to protect terrestrial life or thuce intake via different exposure routes
should be avoided. For example, shrubs and buskiese the intake via spray drift but to a
much lesser extent via runoff compared with a grddsuffer. In other areas like for example
the protection of terrestrial life or drinking watésk mitigation measures are also set. All
these approaches must be complementary. Furthermsh®euld be considered that a risk
mitigation measure in one area like for exampledgerow to reduce spray drift might cause
problems in another like for example the terresaraa where arthropods are to be protected.
Unsprayed crops in buffer zones might cause markl@ms with pests and result in the need

for higher application rates in the rest of thédfie

Farmers must not only follow regulations when ugtant protection products. Other
requirements are set in the frame of nature coasien fertilizers, liquid manure, soil
conservation etc. Attempts should be made to conm@é¢grated measures. In any case,
contradictions between these regulations must beled. Therefore it is advisable to discuss
risk mitigation measures with experts from thedeptreas before practical use. Setting of
environmental quality standards by the food industs increased especially after the BSE-
crisis. Harmonization could be fostered by cerdifion systems like the one in The
Netherlands where farmers accept in a contraallovi special requirements regarding the

environment.

Another issue to be considered is the relationshtpreen EU, national, regional and local
level. If in general the final aim of developingkimitgation measures is to link restrictions
to the risk prevailing under local conditions iingportant that risk phrases on the label offer
flexibility on the local scale. Clearly, the opt®for local risk management must be defined
on a higher level to ensure consistency of decisiaking and the appropriate level of

protection.

10
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1.2 Risk mitigation measures currently used in EU-m  ember states to
protect aquatic life in the authorization procedure of plant

protection products

A review of current procedures for setting riskigdtion measures in the EU Member States
was undertaken by direct survey supplemented bgweof published papers and
presentations to conferences and workshops. Théged this review are summarised in
Table 1.1. It should be clearly noted that the samyrof risk mitigation measures may not be

complete.

Although it was intended to collect data for botjuatic and terrestrial compartments, it
turned out that most of the available informatisifiar the former. With respect to the
exposure routes, most efforts to date have beee taanhitigate entry into surface water via
spray drift whereas only preliminary informationaigailable for runoff and drainage.
Mitigation of risk arising from surface water expos via spray drift thus makes up the

largest part of the review.

11



Table 1.1. Summary of risk mitigation measures cur

rently used in Member States.

Austria Denmark Finland France Germany Greece Ireland Italy Netherlands Portugal Spain Sweden UK
Definition Not Not Water Not mentioned All water Not All water Not All water bodies| All water | Not mentioned |All water bodies|All water bodies
of water | mentioned | mentioned reservoir bodies except | mentioned bodies mentioned bodies except
body having water those falling those falling
the whole dry over long dry over long
year periods of the periods of the
year year
Main Spray-drift | Spray drift Runoff, Spray | Spray-drift but Runoff Spray-drift Spray-drift Spray-drift; Spray-drift Spray drift Spray drift
Exposure (Gerrr|1an drift (German drift alsoddralnaﬁge (Germda_r]:t (Gelrman dr:jﬂ dutch drift (Germda_r]:t dGitrmaln spraby—t
route values) drift values) and runoff; spray-dri values) an values are used| SPray-dri rift val ugs) u
recently also values) runoff for setting values) also drainage
volatilization mitigation
measures
Risk Buffer zones | Buffer zones | Buffer zones | Risk mitigation |Buffer zones to| Need of a | Buffer zones [Buffer zones/0.2 -14 m buffer] No spray Unsprayed |Buffer zones of|Buffer zones of
Mitigation | up to 50 m |up to 20 m in| on the base | measures are | reduce spray- | buffer zone | upto 50 m; 1 jup to 20 m zones buffer zone, bylbuffer zones on| 1 m to ditches | up to 5 and 50
Measures field crops, | of inherent set in the drift currently | included in | and 5min (maintained as | crop (up to 5- |the label (upto| and 6 mto |min arable and
50 min tall | toxicitity; 10 | authorization | up to 20 m; |the label as a| arable crops Nno-crop zones); 40 m). 5-50 lakes and tall growing
growing to25m procedure; |grassed buffer| general are common lower reduction| Recommend-| m);grassed streams; crops
crops distance zones and no- |requirement; of spray depositjation on use of| buffer zones | alternative is a| respectively;
on catchment ; o . T ; h
: AP tillage further with distance |low spray drift |and application| 10 m strip set regarding
30min level mitigation . - R ) ) .
techniques to [recommenda than German nozzles; timing to aside land |drainage period
vegetables measures are g - h : S
set to reduce reduce runoff; tions on Spray-drift Reco_mmend- reduce runoff. |adjacent to the | for a_pphcauon
runoff if water physr—tc_:hem.d reglolnal values; § atlog l())fff Regarding rice Wtaltzelj tf)_ody t(_) | is set
quality criteria properties an scale recommend- |grassed buffer| | .o ion time, (98 -.|nan<':|a
. time of ation of zones and . support; setting
not met; S L maximum .
] ’ application are grassed buffer | minimum dilution factor [M°t risk baesed;
Diagnosis |used to reduce zone and tillage. f o additional buffer|
; - l h or receiving
system to intake via minimum tillage - [zones to reduce
f : ) water body; A
identify drainage; to reduce time to rel spray-drift;
problem areas; runoff: Ime fo release
’ can be fixed

Implementation
of buffer zones
and hedgerows

12




Austria Denmark Finland France Germany Greece Ireland Netherlands Portugal Spain Sweden UK
Local Application Not Not Selection of Spray-drift Not Dry ditches; | Application Spray-drift  |Not mentioned| Spray-drift Spray-drift |LERAP; Spray-
conditions rate; mentioned | mentioned active reducing mentioned reducing reducing reducing drift redcing
considered Spray-drift substances technique; technique; application technique technique; technique,
reducing with adequa.te Regarding Spray-drift technique appl_lcatlon ra_te;application rate,
technique; properties; runoff Windbreak of yvmdgpee_d, | type of water
Type of water Weed co_ntrol cor_lservation trees erf]ide |(é||rsei§2-on’ _ body;
body: by rotation; tillage or tem eratur’e windbreaks for
’ conservation detention p L orchards
Vegetation tillage); ponds; slope spray-qughty., additionally;
between ) boom height;
application T_reatment Drainage: small ditches |(not relevgnt for
area and period change Soil type pyrethroids,
water body: organophospha
Special type tes)
ofpapplication Dry ditches
(band
spraying etc.)
Enforc- No clear No clear Within Regional State Not Not mentioned No-crop zones |Not mentioned| Regional Obligatory Records in a
ement information | information subsidie pesticide authorities mentioned to ease authorities bookkeeping |special form for
programmes groups responsible; enforcement; responsible; no|including buffer LERAP
supervise intensity Inspection data available; zones obligatory;
actions d_ep_ends on sc_ar\_/ice of k_ept;local Not keeping the
priority setting Ministry of environmental |' | e e s
in states; Agriculture authorities
L . | an offence but
farmers may be| responsible; no responsible; no data on
punished by data available punishment enforceability
fees up to possible;
50000 € farmers may
leave financial
support;
monitoring data
show that the
approach is
successfull
No spray or Not 2 m adjacent Not Not mentioned [No spray zones| Not Not mentioned Buffer zone |Main Environ- [ Not mentioned| No crop zone | Not mentioned
nocrop | mentioned [to water body| mentioned mentioned must be no- mental adviced to
zone no-cultivation crop area (or | legislatiom: avoid plant
zone othe rcrop than 500 m protection
on field) adjacent to problems
main dam
reservoirs.
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Austria Denmark Finland France Germany Greece Ireland Italy Netherlands Portugal Spain Sweden UK
Miscellan- Not Additional land 3m | Not mentined | Not mentioned Not Quality Not Certification Act under |Not mentioned| Sugar beet |Not mentioned
eous mentioned | uncertrainty | buffer zones mentioned |standard may | mentioned system for approval to farmers must
factor in use;| in the frame be mentioned farmers to regulate the sign contracts
10-12 m of subsidies in safet_y_ increase application, _With the sugar
buffer zones |Programmes, phrasg waiting transparency _tra_de gnd mplustry which
should be > 90 % of for filling of Arrangement dlstrlt_)utlon_of include the
established far_mers annex IV and between PPP, _|r_10|L{d|ng ab(_)ve
adjacent to participate; \Y farmers and | Certification mentioned
large risk based government as and "‘?"”'F‘g of envir onment_a!
waterbodie in| mitigation regards risk application quality criteria;
any case measures mitigation operator'and
without planned measures tr:;?r?lzls;af
consr;glfrlng Special
regulation for
essential
applications
Training of Not Not Not Well organized| Education of Not Not mentioned Not License to Training for |Not mentioned| Education of
farmers; | mentioned | mentioned | mentionde agricultural farmers and | mentioned mentioned | spray;Training | farmers and farmers and
book- advisory information programme;Bo| responsible information
keeping system t125 campaigns ok keeping of | technicians campaigns
Experimental mentioned used pesticides| (Act under
and approval)
demonstrative Bookkeeping
catchments obligatory for
farmers at
IPM, and
those
supported by
agro-
environmental
neasures
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1.2.1 How comparable are risk mitigation measures currently used in the EU

Member States ?

The overview presented above clearly shows thatiskenitigation measures currently used
to protect aquatic organisms — and it seems tbdéé&¢st case - are very heterogenous.
Whereas in some MS basically all water bodies avgepted except those which fall dry over
very long periods of the year others differentide protection level between man made/
small ditches and more natural ponds, lakes aedrsis. This is a very important issue
because these ditches are in very large areasmifaC&urope the most frequently occurring
type of water bodies adjacent to fields. The dddion between these two types of water
bodies is not risk based but rather a more gewenalactical approach. However, there is
also some scientific evidence to do so (see sediidm). The definition of the term water

body or surface water is also very important aam@girrigation systems.

Spray drift is the most often considered exposauerand the FOCUS Drift Calculator
(FOCUS 2003) is frequently used to determine thdtlwof the buffer zones. PECs for
distances of up to 50 m can be determined and tetsEnces where no effects on aquatic
organisms are to be expected can be used forgegkamitigation measures. These drift
values are supported by measured data in fiels tifdere are also other drift values of high

quality available which are used in a few membeatest for setting risk mitigation measures.

Local conditions which mitigate risk are only catesied in a few MS. Risk mitigation
measures only related to the standard scenaribidarisk assessment (standard application
technique, 30 cm deep stagnant water body, weitstred community) are protective but
also based on an overestimated risk predictionhigla number of use situations. To avoid
the latter one a few MS started to implement déferated risk mitigation measures which
take into account local use conditions like runnivager bodies, windbreaks, reduced
application rate and especially spray drift redg@pplication technique. The data to decide
upon the risk reducing potential of these condgiare not as good as for example those
which form the base for the Ganzelmeier values. éi@s, in any case it is possible to decide

on the base of conservative estimates.

In France for example runoff is considered as thstrimportant exposure route. On the
regional level mitigation measures are set if mamiy results show that in a catchment
environmental quality standards are breached.Hard¥1S runoff is also considered when

setting risk mitigation measures. In Germany faraple grassed buffer zones with different
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width are used but also conservation tillage aridrd®sn ponds are regarded as appropriate

tools.

Exposure via drainage systems is only possible svtiezse systems still work. Regarding old
systems it is often difficult to decide upon tttsirthermore, soil properties are important and
risk mitigation measures for example in the UKniesthe use to relevant areas. An effective
mitigation measure currently used is to restrietpleriod of use of the product to such month

where exposure via drainage systems is not vegjylik

The enforcement of risk mitigation measures ismapartant issue. However, there are only
very limited data regarding the acceptance of icgins by farmers and the control activities
of MS available. The same is true for the methexsl to enforce the restrictions. In
Germany residues of plant protection products aasured within the buffer zones and in
the middle of the field. If differences in residwes too low, an offence is considered to have
occurred and punishment of the farmer may resultake of herbicides it is usually possible
to see whether the abundance of weeds in the mdfex is comparable with the situation in
the middle of the field. Most effective are systemfisere farmers are able to incorporate their
buffer zones in set aside programmes like in Swelderthermore it seems reasonable if
special contracts with food industry or governnrewjuire the farmer to follow

environmental quality standards. It is very impott@ look whether other authorities also
working in the rural area like for example thosgp@nsible for nature conservation, fertilizer
use etc. set also restrictions or grant finanaippsrt for environmentally friendly activities

of farmers. Cooperation might be possible and eainttions should be avoided in any case.

Training of farmers is a very important activityrt@ke them familiar with risk mitigation
measures. However, not too much detailed informasavailable on training programmes
in MS. Only well informed farmers are able to urelend why risk mitigation measures are
set. Acceptance can be increased by training dodwmation and this hopefully reduce
efforts for controlling farmers. If available, maoegavironmentally friendly products should be

proposed.
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1.3 Risk mitigation for spray drift

Spray drift is influenced by many factors, incluglithose related to the outdoors environment
and meteorological conditions, the spray techniqthe crop and its canopy structure.
Discrimination is made between relationships fotordarable crop spraying and those for

orchard spraying.

1.3.1 Arable crops

1.3.1.1 Factors determining spray drift deposition

Wind speed

Most spray drift experiments reported in the litera were not designed to measure the
effect of wind speed. In cases where researchenionehe effect of wind speed, it is

mostly interacted with nozzle type and sprayer bbeight (Smith et al., 1982; Gilbert &
Bell, 1988; Arvidsson, 1997). However, a strongifis correlation has been found between
wind speed and spray drift deposition. Arvidssd®9(Z) found a change in total measured
drift as soil deposit in the area 1-5m from thédfiedge and as airborne up to 6m height at
5m distance from 6% to 4%, being a 50% decreaspriay drift when wind speed (measured

at 2m height) decreased from 4 m/s to 2 m/s.

Crop type

Ganzelmeier et al. (1995) found only minor differes in spray drift when spraying a cereal
cropand a bare soil surface. Therefore only one sdtififvalues were proposed for field
crops. Stallinga et al. (1999) measured the etiebeight of a wheat crop on drift. It was
found that there was no difference between theé @nf40 cm high summer wheat and 80 cm
high winter wheat. For both crop heights, howettes, drift was greater than for spraying on
bare soil (Figure 1.1). Van de Zande et al. (2006aind a difference in spray drift because of
crop type (Figure 1.1). A significant differencespray drift occurred between crop types

and especially between a crop and bare soil syrkseg less for the bare soil surface.
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Crop-free buffer zoa

The distance between the edge of the crop andathle &f the waterway is essential in
determining spray drift deposition on the waterface. In the period 1992-1994, Porskamp et
al. (1995) assessed spray drift for field sprag@sying spray volumes of 150 and 300 I/ha,
and using either a Fine or a Medium spray quaiguthcombe et al., 1997). Sprayer boom
height was set to 0.7m above the canopy of thea@atap. Within this volume range, the
spray quality did not significantly affect the drifeposition in the experiments. Spray drift
deposition at a distance of 2.25-3.25 m from tisé p@tato row was on average 5.3% for both
nozzle types sprayed conventionally (Figure 1.5m@ared to the conventional spraying, a
field boom sprayer with air assistance achieve@% Beduction in spray drift on the soil

surface at the same downwind distance. Increabmgistance from the last nozzle to the
surface water by means of a non-cropped sprayziyee of 2.25m (3 potato ridges) reduced
the deposition by 70% on the surface water (Porpketnal., 1995). Spray drift deposition
changed therefore from 5-6% to 2.5-2.6% at 2-3rtadis.

Vegetation on buffer zone

It is recognised that the structure of both taogep and plants in the margin between the

sprayed swath and water can have a large influencates of deposition to surface waters.

In a series of field experiments, Van de Zandd.€PA00) assessed spray drift when
spraying a sugar beet crop. Next to the crop,itld margin was planted with a 1.25m wide
strip of MiscanthugElephant grass) cut at different heights jusbletpraying. Heights
varied between not planted (Om), at crop heigtan, 0.5m above crop height (being
sprayer boom height, 1.0m) and 1m above crop héighin). Spraying was performed with a
conventional and an air-assisted sprayer. Spraynwhlas 300 I/ha using Medium spray
quality nozzles. The height of the windbreak hadear effect on spray drift deposit. Spray
deposit at 3-4m distance from the last nozzle desae significantly with increasing heights
of theMiscanthus WhenMiscanthuswas cut to the same height as the sugar beey; dpfa
reduction was 50% compared to spray drift at timeesdistance when no windbreak was
grown. Spray drift was reduced by 80 and 90% Wthcanthug).5 and 1.0 m above crop
height, respectively.

De Snoo (1995) found that the creation of a 3-masiiree buffer zone in the field decreased
drift deposition in the ditch by a minimum of 95%W/ith a 6-m no-spray buffer zone in the

field alongside the waterway, no drift depositiarthe ditch could be measured. Miller &
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Lane (1999) present the results of wind tunnel BrpEnts examining the distribution of
airborne spray from simulated boom sprayer appinatystems simulating operation over
bare ground or short crop conditions. Results filoese measurements showed that the risk
of drift with a grass and wild flower mixture commpd with a 200 mm cut stubble was
reduced by up to 34.7 %.

In a summary of observations from field studieppred by Mackay et al. (2002) on behalf
of UK Pesticides Safety Directorate, it is mentidrieat in studies conducted by Taylor et al.
(1999) a boom sprayer operating over a tall gradgase gave levels of drift in the range of
138% to 270% (1.0 — 2.0 m downwind of the sprayeails) of those for an equivalent
sprayer operating over a short grass surface. gsttgr distances (4.0 — 5.0 m downwind) the
drift reduced to between 56% and 62% of the contpa&rahort grass figures. The mitigation
afforded by a margin comprised of grass and wie@r mixture with a base canopy height
of 0.7 m with elements extending to 1.3 m high whthe order of 60 — 85% relative to drift

observed with a 0.15 m mown grass margin (Milleslet2000).

Koch et al. (2002) indicate that the spray drifbd&tion on a field crop edge or boundary
vegetation differs from deposition on the grounall(surface). As spray drift consists mainly
of droplets smaller than 1Q0n and drift deposits are single droplet pattertsimed on any
surface, coverage defines the effect of spray dnifvegetation. Drifting particles are mainly
retained in the upper zone of a canopy accordingrnd and air movement. Droplets barely
penetrate into lower canopy regions. Drop distitiuts very scattered and therefore the
effect of spray drift on boundary vegetation is exeariable than suggested from the figures
of spray drift deposition measurements in drifilgi Koch et al. (2002) conclude that the
dose response from spray application is differeshfthe dose response from drift
deposition. The smaller proportion of droplets <li@®in the spray from low-drift nozzles
has been shown to decrease desiccation from h@espiraying in the drift area next to the

sprayed field.
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Figure 1.1. Data from various sources on the effec  t of crop type and environmental conditions

th

on spray drift (values are 50 percentiles unless otherwise stated)
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—e— 67th%-Rautmann&Ganzelmeier
—#— Ganzelmeier et al., 1995
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—+— bare soil (n=58)
—=—grass-stubble Arvidsson 1997
SDTF, 1997
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% deposition

0.100

0.010
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Ditch lay-out

Spray drift is usually measured on a bare soilsm@ext to the sprayed field. However,
spray drift data are most often used for deterrmonaif ecotoxicological effects in the water
of a ditch. Porskamp et al. (1995) found that wheray drift was measured just above the
water surface it was around 30% lower than whersomea at the same distance on a bare
soil surface. Spray drift deposition changed theeefrom 5-6% at 2-3m distance to 2.5-
3.7%. Including a crop-free buffer zone of 2.25pray drift deposition on surface water in
the ditch changed from 1.4-1.6% to 1.1-1.3%. Rebistion of the spray deposit takes place
over the banks and the surface water area. Theoatka banks is larger than that of the
ground area on top of it. Also the change in awfpattern in the ditch compared to bare soil
surface influences redistribution. In general isM@aund that in a 4m wide ditch the field-side
bank spray drift deposition was 60%, on the surfaater 70% and on the opposite-side bank

was 104% of the spray drift deposition on grounglat the same distance.

Driving speed of sprayer

Arvidsson (1997) found a positive correlation begwelriving speed and spray drift. When
driving speed was increased by 1m/s spray drifod#ion was increased by 1.0%; within the
trajectory of 1 m/s to 2.5 m/s velocity, this meanspray drift deposition of 4.2 and 5.8%

respectively on the zone 1-5 m next to the fieldlevl& Smith (1997) found an increase in
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airborne spray drift of 51% when forward speed wmaseased from 4 to 8 km/h and by

144% when the speed was further increased to 16.km/

Sprayer boom height

Sprayer boom height is correlated with spray dvifith increased sprayer boom height spray
drift deposition is also higher. De Jong et al.0@®) undertook comparative drift
measurements and found an effect of sprayer boaghth@igure 1.2). Spray drift was
reduced by 56% when sprayer boom height was reduoed0.7m to 0.5 m. The same
reduction (54%) occurred when the sprayer boomlexasred from 0.5 to 0.3 m above crop

canopy.

Although not compared in the same experiments aseth on a number of replicate
measurements, it can be concluded that a decreapeayer boom height from 0.7m
(experiments 1992-1994) to 0.5m (experiments 1988} above a 0.5m crop canopy
reduces spray drift by 70% at a distance 2-3m fitegriast nozzle (Figure 1.1) when spraying
a potato crop (300 I/ha). When sprayer boom heigtst reduced, the effect of air assistance
on drift reduction increased from on average 50#4He 0.7m boom height to 70% for the
0.5m boom height (Van de Zande et al., 2000d).

Arvidsson (1997) found that spray drift depositieas reduced by 40 % when sprayer boom
height decreased from 1.7 m to 0.9 m above the @aappy. Arvidsson (1997) found that a
further decrease in sprayer boom height to 0.6m0aBith above the crop canopy resulted in a
spray drift reduction of 55 and 75%, respectivélgylor et al. (1989) and Ripke (1990)

reported similar effects.
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Figure 1.2. Effect of sprayer boom height (30cm, 50 cm and 70cm above crop canopy) on spray
drift deposition next to the field when spraying a potato field (spray volume 300 I/ha, Nozzle
XR11004 @ 3bar; de Jong et al., 2000a).
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Sprayer boom height is commonly set to a heigltt & above crop canopy. The sprayer
boom generally moves between 0.9m and 0.3m in heegause of in-field bouncing. Spray
drift variation because of this movement has bestimated to be between +/- 40%
(Arvidsson, 1997) and +/- 55% (De Jong et al., 2000

Spray volume, nozzle type and air assistance

Depending on the type, the size and the presset nszzles produce a spray with drops of
different sizes. The distribution of drops in asgpfan can be measured and classified to
spray quality classes (Doble et al., 1985; Soutlmmsat al., 1997). Different amounts of
spray drift are produced because of these diffe®ntspray qualities, the speed of the drops
in the fan, and the spray volume distribution ie thn (top angle of the nozzle). The
influence of nozzle type on spray drift dependsnaractions with sprayer boom height,
wind speed, and pressure (Elliot & Wilson, 1983p6it & Bell, 1988; Ripke, 1990, Ripke

& Warnecke-Busch, 1992). In general it can be #aad the coarser the spray quality the
lower the spray drift. This can also be found icerg studies on the effect of low-drift
nozzles on spray drift (Van de Zande et al., 2002ex de Zande et al., 2000b; Ganzelmeier
& Rautmann, 2000; Herbst & Ganzelmeier, 2000; Waéklet al., 2000, Hewitt, 2000). Spray
drift reductions up to 85% when spraying at 30@ Mith a field sprayer equipped with Very
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Coarse nozzle types are possible compared to dsstaflat fan nozzle Medium Spray

Quality.

IMAG performed field tests on spray drift in 199898 and 1999 to quantify the effect of
two spray volumes using “low-drift” nozzle typesdasir assistance (Van de Zande et al.,
2000b). Spray drift was quantified for a seriesowf-drift nozzle types all applying a spray
volume of 150 I/ha and 300 I/ha. With identicavieling speed, sprayer boom height (0.5 m
above crop canopy) and liquid pressure (3 barptzzle types standard flat fan (XR), drift
guard (DG), anvil flat fan (TT) and two types ojaation nozzles (ID and XLTD) were
evaluated in the field. All nozzles were used toaventional way and with the use of air
assistance (Hardi Twin, full capacity - nozzlestkegrtical). The height of the potato crop
canopy was 0.5 m. Results (Figure 1.3 and Figutpshow that the terminology “low drift
nozzle” needs further specification. From the expents it became clear that within the
group of low drift nozzles a ranking by level offtireduction is preferable. The comparison
with a standard sprayer-nozzle configuration isalfie, also for comparison of the results

with other drift experiments.

Although a spray volume of either 150 I/ha or 3b@ lwas used with all nozzles, the
difference in the range of droplet sizes resultedrift reductions up to more than 85% when
compared to a XR11004 nozzle (Van de Zande e2@0DQb). The terminology ‘low-drift’

nozzle therefore needs further specification.

Injector nozzles used on field sprayers in Germasylted in spray drift reduction of 50-
90% compared to the basic German drift values (8tth2001). This was said to be
relatively low because the existing drift valuesfield crops are already very low. Spray
drift reduction could be increased when the injeotrzles are used in special application,
i.e. nozzle size larger than 04, pressure of 2r3dyaving speed 5 km/h or lower, resulting in

a spray volume of at least 300 I/ha.

Finally it is important to recognise that in sever@ps — especially horticultural - no drift
reducing technique is available. In strawberries gikample, the standard values are much

lower than the usual drift values for field crops.
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Figure 1.3. Relative spray drift deposit at 2-3m f  rom the last nozzle for different low-drift nozzles
(ISO 04 @ 300 kPa) and air assistance (+A) when spray ing potatoes with a spray volume of 300
litres ha . Standard nozzle type is XR11004 (=100). (Van de Zand e et al., 2000a)
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Figure 1.4. Relative spray drift deposit at 2-3m f  rom the last nozzle for different low-drift nozzles
(ISO 02 @ 300 kPa) and air assistance (+A) when spray ing potatoes with a spray volume of 150
litres ha . Standard nozzle type is XR11004 (=100). (Van de Zand e et al., 2002a)
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Taylor et al. (1999) showed that spray quality dwatéd over operating pressure and wind
speed for conventional nozzles, while drift-redgagmme-orifice and air-inducing nozzles
reduced drift losses by more than 75% at equivalatguts. Air assistance in combination
with these drift reducing nozzles reduced driftdat by up to 95% compared to a

conventional FI10/1.6/3.0 nozzle without air assise.

Air assisted spraying in general reduced spray byifmore than 50% (Taylor et al., 1989;
Ripke, 1990; May, 1991; Ringel, 1991; May&Hiltor92, Porskamp et al., 1995, Porskamp
et al., 1997; Schmidt, 2001). In combination withvdrift nozzles and a sprayer boom height
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of 0.5m above crop canopy, Van de Zande et al.q20P002a) found an average spray drift

reduction because of the use of air assistanc@%f 7
Tank additives

An alternative approach to nozzle modificationasritroduce a drift control additive to the
spray mix, designed to increase droplet size. Suclitives are common in the US and
Australia, where higher ground speeds at applinare typical. A number of oil or synthetic
latex-based products are available for use in tkeHbwever, problems can arise if sprays
become too coarse, resulting in reduced retentidruptake. Research has demonstrated a
significant (20-50%) reduction in drift when usialglorpyriphos with the addition of a

synthetic latex anti-drift agent (Thacker et al949Mackay et al, 2002)

Band spraying

The drift caused by the use of a band sprayer e@wded during field measurements. The
sprayings were carried out in sugar beet and nages with row spacing of 50 cm and 75
cm, respectively. The band-sprayer was equipped eifher one or two nozzles per row of
respectively a Medium or a Fine spray quality. $@ume for the band sprayer was 130
I’/ha and 200 I/ha for the maize and the sugar cregi respectively, defined by the difference
in row width of both crops (0.75 and 0.50m respetyi). Crop height of the sugar beet (4-8

leaves) and of the maize (3-5 leaves) was 10-15 cm.

The drift reduction due to the use of the bandyspravas 90% compared with a field sprayer
(300 I/ha, medium nozzle type). The drift reductwas achieved both with a single-nozzle
and a dual-nozzle version per crop row (Van de agtdl., 2000c). These findings are

supported by data from Germany (Rautmann, persmmaimunication).
End nozzle

Overspray of plant protection products when spmaire edge of the field can be reduced by
the use of an end-nozzle. An end nozzle produces-aff spray fan like that from an off-
center OC or UB nozzle type. Depending on the plese of the last nozzle towards the
crop-edge the nozzle is placed in the last nozzhmector or 0.2m to the outside (potatoes).
An end nozzle (UB8504) in combination with a lovifidnozzle (DG11004) reduced spray
drift by 20% (60% with air assistance) at 2-3maliste from the last nozzle (Van de Zande et
al., 2000b). At 1-2 m distance this effect was 58%% with air assistance).
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Shielding

In a series of experiments in a flower-bulb crop93-1996), the drift deposition on the soil
next to the sprayed field was measured for a shilield-sprayer and a prototype tunnel
sprayer for bed-grown crops (Porskamp et al., 1990ayers were equipped with flat fan
nozzles, either a XR11003 or a XR11004 sprayedoair pressure. Sprayer boom height was
set to 0.5m above a crop canopy of on average 0-Befield experiments were performed
in tulips, lilies or a flower-bulb look-alike croput mustard. No effect of these crop types
was found on spray drift data. Also no effect oraggrift was found from the nozzle type
used. A shielded sprayer boom reduced spray @qifosition at 2-3m distance from the last
nozzle by 50%. A tunnel sprayer for bed-grown creukiced spray drift by 90%. Boom
coverage on a field sprayer as developed in the W&Asaid to be unsuitable for German
conditions (Schmidt, 2001). An adapted system wigipecial folding technique of the boom for

transportation on the road resulted in a 50% drdtiction without changing nozzle type.

1.3.1.2 Assessment of observed differences in spray drift deposition

Experimental design

Rautmann (personal communication) reported thaGiienan spray drift data were gathered
from experiments performed by research institutesagrochemical manufacturers. The data

are based on the following parameters:

number of experiments 50

windspeed 1-49m/s

temperature 6.7 - 24.48

driving speed 6 km/h

spray pressure 2.1-5bar

spray volume 150 - 300 I/ha

measuring distances 1,5, 10, 15, 20, 30, 40,5@nd 100m

nozzle types 4110-20, 11004, DG11002, DG11003, MBG41

ID12002, 1D12003, 1D120015, TD025, XR11002,
XR11003, XR11004VS, XR11004
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The spray drift experiments in the Netherlands femeemparative nature (Van de Zande,
2001). Spray techniques are compared by sprayongpmped area and measuring spray drift
on a bare soil surface next to the cropped ardgerBnces are statistically evaluated based
on replicate measurements (at least 10) in timeférence spraying system was always
taken into the experimental set-up, being a stahfileld sprayer using standard flat fan

nozzles.

The Spray Drift Task Force (SDTF, 1997a) compaféztes of spray techniques with a
reference sprayer. Comparative measurements weagsperformed in combination with

the reference spraying system. Measurements wefi@iped on short grass.

Measurements in Sweden were performed on shors gRagidsson, 1997). A reference
spraying system was used to make comparisons ay spchnique, sprayer boom height and

nozzle type. Differences in spray drift betweerapagters/objects were statistically analysed.

Crop type

From the database on spray drift it was conclutlatall measurements were performed
either in the spring or in the autumn. The remarksrop stage mention winter barley, arable
land, and field for the early measurements (1980¢se data were based on approximately
25cm height winter cereal and bare soil surface. ddditional experiments of the expanded
database contain measurements on either shortasg/gereal stubble or bare soil surface. In
fact all measurements are therefore based on baususface/short cut vegetation. Data from
Van de Zande et al. (2001) show that spray drifiod@ion when spraying a bare soil surface

results in a lower drift value for a given distance

Nozzle type

The initial database (Ganzelmeier et al., 1995) bas®d on eight experiments performed in
1990 with Medium (Doble et al., 1995; Southcombale1997) Spray Quality nozzle types.
Apart from these standard flat fan nozzles, theaegpd database contains 23 experiments
with comparable flat fan nozzles which are commardgd in arable field spraying but also
DG-type (8 experiments), ID-type (7 experiments) &-type nozzles (4 experiments).
These nozzle types are advertised and sold asriftmdzzles. Depending on size and
pressure this will also be the case as is shovielcthresearch (Van de Zande et al., 2000),
modelling (Porskamp et al, 1999) and windtunnelegxpents (Walklate et al., 2000). Some
of the mentioned nozzles have a spray drift redacitatus in the UK (LERAP low drift star

rating), as compared to a standard (11003; F113/D)Xlat fan nozzle.
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The German drift deposition database represergs@ad deposition situations in so far, as:

* 19 out of 50 experiments are based on measureméhta potential "low-drift"
nozzle type spraying. However, even when the data the 19 experiments would
be removed from the data base the drift values avoat change considerably

because the @Tpercentiles are used;
» They concern situations with a bare soil surfacehart cut canopy.

The Dutch database reflects higher spray drift dgjoms because all measurements were
performed with a Medium spray quality nozzle. Athar analysis of the Dutch, German, US

and Canadian database on spray drift is underway.

1.3.2 Orchards

1.3.2.1 Factors determining spray drift deposition

Wind speed

The effect of wind speed on spray drift in orchgpdaying (Ganzelmeier et al., 1995; SDTF,
1997) was only found when dormant (no foliage).hamge in wind speed outside the
orchard was only reflected by a change in wind dpreside the orchard when the trees were
bare (SDTF, 1997).

Foliage density

Spray drift deposition was approximately 22 timesager (Figure 1.5) at 7.5m distance (from
the field) from dormant compared to foliated aple®TF, 1997). Ganzelmeier et al. (1995)
found on average 2-3 times higher spray drift dejposat 5-7m distance (Figure 1.5) from
the last tree-row when spraying dormant instedolaited apple trees (resp. 12.0% and 4.9%

drift deposition).
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Figure 1.5. 50 B percentile spray drift values in orchard spraying - effect of foliage density

(early+dormant, late+foliated) and sprayer types (¢ ross-flow, tunnel)
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Windbreak

A windbreak of alder trees on the outer-edge offigld (Figure 1.6; bottom) reduced spray-
drift by 70-90 % in the zone 0-3 m downwind of thimdbreak (Porskamp et al., 1994a).
Walklate (2001) measured passing spray cloud im faod behind a 7m high row of alder
trees. A single avenue of trees was sprayed iortigard. In the early season, an open
structure resulted in a similar distribution onfbeides of the windbreak. In a full leaf
canopy situation, the spray cloud was moved upwaettind the windbreak to have a
maximum at 7.5m height. Typical reductions of 8840fbr a 7m alder tree were found.
Richardson et al. (2002) found drift reduction framalder tree hedgerow of 50% when in
full leaf. Large differences do occur betweennteasured effects of windbreaks on spray
drift reduction (Ucar & Hall, 2001) especially beisa of geometrical construction of the leaf
canopy leading to differences in capture efficieatpassing droplets and redirection of the
wind profile around the windbreak. Research of WWaen et al. (2003) shows the effect of
leaf density of an alder tree windbreak on drittuetion. A bare windbreak resulted in a drift
reduction of 20% measured at 3m distance behintt¢}es (resembling the stem and
branches area). When leaves start to develop rddtiction increases to the values found by
Porskamp et al. (1994). Large differences do howeweur between species of windbreak

trees. Canopy density varies between leaf treds asialder, poplar and willow (Wenneker
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et al., 2003) but also between needle-like foliaggich captures two to four times more

spray than broad-leaves (Ucar et al., 2003).

Emission shield

An emission shield (gauze 40% permeability) ondtige of the field and of equal height as
the fruit trees (2.5 m) reduced spray drift in b lieaf orchard by 60% (Zande et al., 2001).

Single sided spraying of outer tree rows

The effect of single-sided spraying of the outeetrow, an emission shield on the edge of
the field and the growing of reeds in the ditchdoift reduction were reported by Van de
Zande et al., 2001. Spray drift reductions of 45é¢envound for the single sided spraying of
the outside tree row. A similar approach is use@émmany (Schmidt, 2001). A drift

reduction of 75-85% can be reached when the lestrbws at the edge of the orchard are
sprayed without air assistance in the wind and diiection and coarse nozzles are used with

the nozzles on the downwind side mounted on acatiioom.

Sprayer type

Spray drift deposition is influenced by sprayeretyf/hen the spray is more directed towards
the tree canopy, as with a wrap-around sprayeayqnift deposition from the last tree was

reduced (SDTF, 1997), compared to an airblast spr@xial-fan).

The reference situation for orchard spraying inNle¢herlands is a cross-flow fan sprayer
(Figure 1.6; top) spraying in an orchard with leawga the trees (LAl 1.5-2) and an average
windspeed of 3 m/s. Spray drift for this situataomd for drift reducing spray techniques such
as a cross-flow orchard sprayer with reflectiorekls and a tunnelsprayer (Figure 1.6;
middle) was assessed in the period 1991-1994 heocrbss-flow orchard sprayer, the spray-
drift deposition on the soil at 4.5-5.5 m downwwfdhe last tree was 6.8% of the application

rate per surface area (Figure 1.5).

Compared to this reference situation, a tunnelygprachieved a reduction in spray drift on
the soil surface of 85% and a cross-flow fan sprayth reflection shields of 55%
(Huijsmans et al., 1993). Spraying trees withoavés increased spray drift 2 to 3 times
compared to spraying trees with full foliage. Inr@any it is found that a cross-flow sprayer
has a 10-15% lower drift than an axial-fan sprggehmidt, 2001). Recycling sprayers with
a tunnel in orchards are reported by Schmidt (26@hgave a drift reduction of 90%.
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Spray drift measurements carried out with convei@ir-assisted axial fan orchard
sprayers and vertical deflector sprayers in Spaahe orchards showed a 50% reduction of

spray drift at full development growth stage (Rikaal., 1993).

Leaf sensor equipped sprayer

Koch & Weisser (2000) showed a reduction in sprdfy of 50% by using a sprayer
equipped with gap-detection sensors. A 50% driftiotion for sensor controlled sprayers
was also reported by Schmidt (2001). These sepsev@nt spraying the gaps between the
top of the trees where no foliage is apparent. &ifext of a sensor-equipped cross-flow
sprayer on drift reduction was compared with addath cross-flow sprayer equipped with
the same nozzle-types (Zande et al., 2001). THierdduction achieved with the sensor
equipped orchard spraying was on average 22% &hdf&0the no-leaf and full canopy
situation respectively. Drift reduction dependsywauch on canopy structure. The overall

reduction of pesticide use for the whole field isstnimportant.
Air assistance

Sprayers in fruit growing are usually equipped veithassistance, predominantly to transport
the spray from the sprayer towards and into tre@pgat higher heights, and to increase
spray deposit on the target because of increasiedéanovement. Cross et al. (2003)
showed that the volumetric air flow rate of axi@hforchard sprayers influenced spray drift.
Reducing volumetric air flow rate from 11.3 to &d 4.1 n¥s reduced spray drift by <50%
for the medium flow rate to 55-93% for the low floate. Drift reductions were however
lower in stronger wind conditions especially eanlyhe season when the canopy was less

dense.

Lower spray drift amounts with decreasing air fl@ates were also reported by Solanelles et
al. (1997) and Walklate et al. (1996).

Sprayer speed

Solanelles et al. (1997) and Walklate et al. (133t)wed that increasing sprayer speed
reduced spray drift.
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Figure 1.6. Spraying systems and situations in orc ~ hard spraying (after Huijsmans et al., 1997).
Top: cross-flow sprayer spraying last tree row towa rds the field
Middle: tunnel sprayer

Bottom: cross-flow sprayer with a hedgerow planted on the edge of the field

Dwarsstroom

Tunnel

Dwarstroom + windhaag

Nozzle type

Heijne et al., 2002 found no effect of hollow camaturi type nozzles on spray drift
reduction in the short range from the last tree fo8m). They found a drift reduction of

65% for larger distances (10 m from the last tme)r

1.3.2.2 Assessment of observed differences in spray drift deposition

There is reasonable agreement on the height déémman, US and Dutch drift curves for
early and late orchard spraying. Data from Ganzeln& Rautmann (2000) are in agreement
(Figure 1.5) with data from other studies (Huijssanal., 1993; SDTF, 1997).
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1.3.3 Bush trees

Doruchowski et al. (1999) found that when sprayotagkcurrants, a directed air-jet sprayer
produced lower spray-drift compared to a convedi@prayer. A superior penetration of
bushes was observed despite 50% lower air voluoduged. The loss to the air (recorded
on a frame placed behind the bushes) producedebgitbcted air-jet sprayer (SEPIA) was

several times lower (95% drift reduction) than thiathe conventional sprayer.

1.3.4 Nursery trees

In a series of experiments (1996-1997) in high enyrgalley) trees, a conventional sprayer
equipped with flat-fan nozzles was compared witlviaventional axial fan sprayer with
hollow cone nozzles (Porskamp et al., 1999a). Tmeparison was made for two tree types:
spindle form and transplanted alley-trees. Thelle/spray drift deposition next to the
sprayed field did not differ for the two nozzle &g The spray drift deposition on the soil at
3-4 m from the last tree row was 13.6% for thedpdanted trees and 3.3% for the spindle

trees.

1.3.5 Vineyards

Spray drift reduction in vineyard spraying in Genyas mainly achieved with sensor-
controlled sprayers and tunnel sprayers (Schm@fi1® Drift reductions reported are 50%
for the sensor-equipped sprayer which can be isexeto 90% when used in combination
with very coarse spray qualities. A tunnel spragerneyards can provide drift reductions of
more than 90%. The same amount of drift reductias also achieved where four rows
adjacent to water bodies were sprayed without presa the direction of the water body
(75% reduction for two rows). Planas et al. (20@pjorts no spray drift losses (< 1% from
sprayer output) from the application of tunnel gpra in vineyards in Spain. The standard
application with an axial fan orchard sprayer pi@gtian airborne drift amount of 5-7% of
sprayer output (300-360 I/ha).
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1.3.6 Hops

Drift reduction can be 90% when hops are sprayaah fwutside with a partly covered fan in
combination with injector nozzles (Schmidt, 2004 funnel sprayer adapted for the high

growing hops also resulted in a 90% drift reducti®ohmidt, 2001).

1.3.7 Citrus

Spray application in citrus groves requires higlupeetric air flow rates (more than 50.000
m3/h) to get enough spray deposit in the centteetanopy. Measured spray drift with

standard axial fan orchard sprayers is sometiméggasas 15% of the total sprayer output
(Planas et al., 1998). A cross-flow tower sprageluced spray drift by 50% of the amount

compared to a standard axial fan sprayer sprayimgge trees.

1.3.8 Physical and chemical modifications of spray liquid to affect spray drift.

During a spray application the occurrence of sy may be a significant loss of spray
liquid to downwind areas. Small drops may remarb@ne long enough to evaporate
considerably before impacting onto the ground. Blveporation comprises that of the

solvent (usually water) and that of the solute (iBsticide and various adjuvants).

Several methods can be used to suppress spraguiiriig application (Ruiter et al., 2003).

One may distinguish three options:
(a) diminish the production of small drift-proneogtets at the nozzle outlet;
(b) promote a rapid deposition of the drops;
(c) suppress the evaporation of drops in air.

The use of nozzles with a relatively coarse drap distribution is one possibility to achieve

option (a). Conventional nozzles with a coarseyspften imply relatively high dose rates.

So-called ‘drift reducing’ or ‘low-drift’ nozzles ay produce a relatively coarse spray, yet do

not increase the applied dose. The draw-back tarhel velocity of the drops for these

nozzles is relatively low, which partly undoes #tvantage of the coarser spray. Other types
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of nozzle producing drops with a narrower sizeristion clearly have an advantage, yet the

commonly used hydraulic nozzles all have a sinfilade) ‘span’ of drop sizes.

To decrease the time that drops need to travel frorzle to target (option (b)), the use of
air-assistance to guide drops downward is a wellAkmbut costly possibility. Charging

drops is another option to promote depositiontyg@ractice this is only possible for fine
sprays. Besides, it can have the opposite effechaged drops repel each other and a cloud

of drops will tend to spread out.

Another option to diminish spray drift involvesran-technical’ approach, the use of
adjuvants to modify the physicochemical propertiethe spray liquid. Roughly, two groups
of adjuvants can be distinguished. The first groo@rsens the drop size spectrum (i.e. option
(a)), the second group suppresses evaporatiomgtien (c)). In principle, deposition can be
promoted by increasing the mass density of theyduraid (option (b)). This is not a feasible

option with adjuvants, yet using a ‘heavy’ solvardy occasionally have some advantages.

1.3.8.1 Reduction of in-flight vaporization

The evaporation rate of additives is determinegdirby their saturated vapour pressure,
which is much lower than that of water. The effeich lower diffusion coefficient and a
higher density is roughly compensated by the iregéa molecular weight. The net result is
an evaporation rate for additives which is muchdptihan that of water, even for additives
known as ‘volatile’. Therefore, evaporation of wadecurs much more rapidly for aqueous
sprays than that of the suspended ingredients. Miditeevaporate until a more or less dry
particle remains. This particle may drift a considee distance without a notable change in

size.

Non-agueous solvents may evaporate with similaedpes water (e.g. diethylbenzene, n-

decane) or even faster (e.g. xylene).

A possible way to reduce drift is to prevent thepdrfrom shrinking, i.e. prevent the solvent
from evaporating. Though a non-volatile surfactaaly act as an ‘evaporation retardant’ by
shielding the droplet, only few authors investigetteis aspect. Hall et g1994) describe an
apparatus to determine the evaporation rate dhsively large pendant drop in a static
environment. They found that several adjuvants apfereduce evaporation. Unfortunately,
a possibly drift reducing effect under practicahdibions cannot be deduced from such an

experimental method. Besides, an evaporation-rataradjuvant does npteventdrift
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occurring, it merely reduces the distance traveledrift-prone drops. Probably more
importantly, the use of such non-volatile surfatdaffects the drop size distribution, which

is a more effective way to influence spray drift.

On the other hand, vapour loss of active ingredientir is more likely to originate from
spray deposits than from evaporating airborne d¢blpstley and Graham-Bryce, 1980).
Only the smallest residual particles (after congkataporation of the solvent) that may stay
airborne over long distances may contribute sigaiftly to vapour loss. Using the spray drift
model IDEFICS (Holterman et al., 1997) it has bestimated that roughly 3% of the spray
liquid is lost into air (as vapour and ‘dry’ patés) during a conventional application on field
crops (Smidt, 2000).

1.3.8.2 Increasing drop size

Physical properties of the spray liquid may affidet drop size distribution of a spray. Spray
coarsening by physicochemical modification is thHaug result from early break-up of the
liquid sheet that forms at the nozzle outlet. lattbase the liquid sheet is still relatively thick,

and this is directly related to the sizes of thepdrproduced.

The most relevant physical properties to affectntimenent of break-up are viscosity and
surface tension. Homogeneity of the bulk liquiditicalarly in the case of suspensions and
emulsions, can be an important factor as well. fBHewing sections describe the effect of

these properties on drop size distribution.

Viscosity

Adjuvants that increase viscosity of the sprayitiqeoarsen the spectrum of the spray (Moser
and Schmidt, 1983). Dynamic viscosity) (©f pure water is about 1.0 mPa-s (fiQ0A

liquid with dynamic viscosity of about 1.6 mPa-gngiicantly affects drop size distribution
(Moser and Schmidt, 1983). Though many additivedliaffect viscosity, some may affect
viscosity considerably. Occasionally, even a reédyi dilute 0.1% solution of the proper
adjuvant may increase dynamic viscosity up to 1P&am, and thus decrease spray drift due to

coarsening of the spray (Moser and Schmidt, 1983).

Viscosity is usually temperature dependent. Evemfsimple’ fluid like water, a change in
temperature may affect drop size distribution tigitoa change in viscosity. Table 1.2 shows

values of the dynamic viscosity for water at vasise@mperatures (Margenau et 4853).
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Table 1.2. Dynamic viscosity of water as a function of liquid temperature

Temperature Dynamic viscosity ! Relative change
°C) (mPals) in SMD ?
0 1.79 1.09
20 1.01 1.00
40 0.66 0.94
60 0.47 0.89

! Margenau et al., 1953
2 Taking SMD (Sauter Mean Diameter) at 20°C as a reference; see text.

By interpolation, one may estimate viscosity of evait intermediate temperatures. Figure
1.7 is obtained in this way. From this curve it t@nestimated that at ZDthe rate of change

in viscosity of water is about -0.026 ni®aer’C.

Often the Sauter Mean Diameter (SMD) is expressduking proportional tq°.
Experimentally obtained values forange from 0.06 up to 0.22 (Lefebvre, 1989). The
parametebappears to be related to flow rate: an increased fate will decrease

b (Lefebvre, 1989). Using an average valu®o0.15, SMD for a water spray changes only
slightly for practical temperatures (see Table.lE2en when cooling the water from°20

down to (just above) zero, on average only a 9%esmse in mean drop size is to be expected.

Figure 1.7. Dynamic viscosity of water as a functio  n of temperature. Obtained by interpolation

using the values of Table 1.2.
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Agueous solutions often are Newtonian liquids,their dynamic viscosity is independent of
shear rate. However, adjuvants that aim to reduéiebg an increase in viscosity behave like
non-Newtonian liquids: dynamic viscosity of thewgan is a function of shear rate. The
shear rate at the nozzle outlet is important fopdormation. Typically, shear rates at the
nozzle outlet range from 3@0° s* (Butler et al., 1969). For those solutions, vistyos
decreases with increasing shear rate (‘shear-tighbiehaviour). Therefore, to obtain a
dynamic viscosity at the outlet of the nozzle tisadignificantly higher than that of water, the
(low-shear) viscosity of the tank liquid must beehigher still (note that shear rates in the
tank are low: typically 50°Y. Highly viscous liquids however cause problemghtirring

and therefore with creating a homogeneous sprdijogl (Hartley and Graham-Bryce,
1980).

Non-Newtonian liquids have both viscous and elgstaperties. Non-Newtonian behaviour
is often accompanied by other (time-dependent)\aeha Thixotropic liquids are shear-
thinning when stirred, and the low-shear viscostyovers only slowly after stirring has
stopped. A high viscosity can lead to long threadbke formation of drops. These threads
may break up into a number of small satelliteghihcase of a highly elastic liquid, the
thread and drop will recoil and stick together agster rupture, without the formation of

satellites (Hartley and Graham-Bryce 1980).

For non-Newtonian liquids, Hewitt et. #2001) distinguish extensional and shear viscosity.
Extensional viscosity is particularly important whgolymers with high molecular weight
(typically >10) are used in the formulation. Even very low coniaions (~100 ppm) of
such a polymer can lead to a significant increaseveraged drop size. The effect of
extensional viscosity is related to the flow patt#irough the nozzle, so that the effect on

drop size may differ for different nozzles.
Surface tension

Another important physical factor is surface tengm) of the liquid. A lower surface tension
will decrease average drop size. Several investigastate that SMD is proportionaldd
wherea is about 0.25 (Lefebvre, 1989). Surface tensiopusé water is 72.8 mE™* (at

20°C; Moore, 1978). Suspending or solving various &l can easily decrease surface

tension to about 30 mil*, which causes a decrease in SMD of approxima@¥.2

Aqueous solutions can both increase and decreaseasutension. Substances like fatty

acids, whose molecules have both a polar (hydriaplgioup and a non-polar (hydrophobic)
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group, decrease surface tension when dissolveaieryMoore, 1978). The rate of decrease
with concentration depends on the relative sizta@fhydrophobic group: the larger the non-
polar group, the more pronounced the effect willlbaic solutions (salts) increase surface
tension slightly, because the salty ions tend tbvpater molecules into the interior of the

liquid (by ion-dipole interaction), away from thiguid surface.

It should be noted that dynamic surface tension diiégr from equilibrium (or static)
surface tension, because obviously it takes same fior the molecules in the solution to
form an equilibrium surface (Moore, 1978). If migoa of molecules to the surface is very

fast (typically <1@ s) static surface tension is applicable (Schriigig0).

Surface tension of water is only slightly dependemtemperature, decreasing about
0.14 mNin" per degree increase, averaged betw&erafid 26C (Margenau et gl1953).
This means that in the practical range of tempegatunean drop size of sprays of pure water

is hardly affected by changes in temperature, madaurface tension is concerned.

Tracers (dyes) dissolved in water are often usekgeriments. Although these tracers do
not affect viscosity or density significantly, teerface tension is usually lowered (typically

to 60-65 mNin* for some common fluorescent dyes at 1g/l; accorthrSchmidt, 1980).

Homogeneity of the bulk liquid

Dexter (2001) suggested that with emulsions thedplibbic droplets, when they are
stretched in the liquid sheet, form weak spots tvipimmote early break-up of the liquid
sheet and thus result in coarsening of the spragrelmay be an effect of initial size of the

emulsion droplets in the bulk liquid as well.

In general, dispersions do not appear to affeqh drpe distribution (apart from the effect of
the physical properties described in previous eas}i while emulsions show an increase in
average drop size due to early break-up causedleyfdrmation, as well as a narrower size
distribution (Hewitt et al, 2001).

Adjuvants for coarsening drop size spectrum

Tank Mix Additives

An alternative approach to nozzle modificationasritroduce a drift control additive to the
spray mix, designed to increase droplet size. @uclitives are common in the US and

Australia, where higher ground speeds at applinare typical. A number of oil or synthetic
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latex-based products are available for use in tieHbwever, problems can arise if sprays
become too coarse, resulting in reduced retentidruptake. Research has demonstrated a
significant (20-50%) reduction in drift when usialglorpyriphos with the addition of a

synthetic latex anti-drift agent (Thacker et al949Mackay et al, 2002)

If tank mix additives are added to formulationsytde not necessarily lead to the same
results as for another product. In some produeg thight be effective in others not. This

means they have to be tested in combination.

Butler et al (1969) investigated several additives (Vistik 6/5 @ hydroxyethyl cellulose;
Dacagin 6.5 g/I: a polysaccharide; Norbak 7.5aikater-swellable polymer) that increased
viscosity. The amount of small drops did indeedrease. However, the drop size spectrum
only shifted to larger drops, and the amount ajéagdrops consequently increased. Due to
non-Newtonian (shear-thinning) behaviour, relagMagh concentrations had to be used to
ensure a viscosity that was significantly highemtithat of water at shear rates occurring in

the outlet of the nozzle.

Schmidt (1980) tried solutions of Nalco-625 (a palyylamid-based emulsion) in water.
Even a solution of 0.1 g/l significantly increasédlD (about 20%). The corresponding
viscosity (1.27 mP38) of this non-Newtonian liquid was measured usiriglling-ball
viscometer, which should only be used for Newtotigunids, and therefore the resulting
viscosity is merely indicative. At the outlet okthozzle the viscosity probably will be much
closer to that of water. The reported surface tengias 32.9 mih™. This means that
viscosity and surface tension can hardly accounthi® observed differences in drop size

spectrum.

Bouse et al(1990) investigated the effect of several herbigpey mixtures and polymer
adjuvants on drop size spectrum. Although they dosignificant differences in VMD for
herbicide mixtures without polymer adjuvants, vaoias in surface tension and viscosity
were only small and could not explain the differeniin drop sizes. Subsequent addition of
polyvinyl polymers (Sta-Put or Nalco-Trol (Nalco €@hical Co.)) increased averaged drop
size considerably, even at low polymer concentmafiocreasing polymer concentration did
not result in a further increase of drop sizes. dyreamic viscosity of the mixture increased
with polymer concentration (up to 3.6 mi®é&r 0.04% Sta-Put; 6 mBdor 0.04% Nalco-

Trol), but surface tension was not affected (al@utmNm™ for all mixtures).
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Zhu et al (1997) investigated the effect of recirculatingagpliquid in a test stand, with
respect to polymer composition and drop size spectPolymer adjuvants based on the
common components polyacrylamide, polethylene oaitta polysaccharide (xanthan gum)
were used in different concentrations. All solus@nowed degradation (decrease of volume
median diameter) due to recirculation. It is readba to assume that degradation is due to
breaking of the polymer chains under shear or sxbeal stress. It appeared that the longer
the polymer chains were, the easier they were lorakel the more rapidly degradation
occurred. Solutions of non-ionic polymers degrachede rapidly than those of anionic
polymers. For non-ionic polymers, regardless ofauolar weight and concentration, volume
median diameter decreased to about the value efwygater after circulating only two times.
Solutions of anionic polymers appeared to be mesestant to degradation, especially at
higher concentration and higher anionicity. Thiprisbably due to the formation of a
network of polymers, which is more resistant toastetresses and prevents breakage of
polymer chains. The top-down ranking of the polysrieisted with respect to resistance to
breakdown: xanthan gum, anionic polyacrylamides;ioaic polyacrylamides, polyethylene

oxide.

Liquids can be divided into solutions and emulsid-in-water (o/w) emulsions often
behave similar to solutions with respect to visggslensity and surface tension (Schmidt
1980). With the use of ‘invert emulsions’ (waterdih, w/0) much higher viscosities can be

obtained (Hartley and Graham-Bryce, 1980)

Butler Ellis et al (1997) investigated physical properties of aquespways containing 0.5%
Ethokem (cationic surfactant with polyoxyethyleabdw amine) or 0.5% LI-700 (acidifying
surfactant with soyal phospholipids). The formeuadnt appeared to reduce drop size, the
latter increased drop size. Using Phase-Dopplemameetry (PDA) they found that the
effect on drop size was related to the locatiordmshe spray cloud: the changes were largest
near the center of the cloud. Further, with Etholleenaverage velocity of drops of a certain
size appeared to be lower than with water, whilidwi-700 drop velocities appeared to be
higher than with water. Drops (>3@®n diameter) of the mixture containing Ethokem, when
caught in oil trays, seemed to show air inclusi@scasionally drops as small as 150
diameter also showed air inclusions. The authasrasd that the observed changes in drop
size spectrum and liquid sheet geometry could ppdaed by dynamic changes in surface
tension and surface viscosity in the ageing licalndet. More recently, Butler Ellis and
Bradley (2002) found in wind tunnel experiments tie drop size reduction obtained with a

surfactant of 0.5% Ethokem did not always leathtweased drift, but this seemed to depend
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also on nozzle type and wind speed. However, thgeriments involved flat fan nozzles as

well as hollow cone nozzles, which might have obsdwa clear interpretation.

Spanoghe et al. (2001) measured the effect of ypestof glyphosate formulations
(RoundUp and Roundup Ultra) and the additive amomarsulphate (Spanoghe et al., 2002)
on drop size (Malvern) of a standard flat fan (XBA15VP). No effect was observed on

spray quality.

For the adjuvants Tween 20, Agral 90, Silwet L7@ Bneak Thru the effect on spray quality
(Volume Mediane Diameter; VMD) was measured forribezle types Teejet 8001vk,
80015vk, 8002vk, XR8003vk, XR8004vk, XR8005vk, XR8Vk, XR8008vk at a pressure
of 2 and 3 bar. Tween 20 added to tap water mult no differences in VMD for the
nozzle types 8001 - 8003. For the coarser nozplesty finer spray was found when Tween
20 was added to the water compared to water afilveet L77 added to water resulted in a
coarser spray for all nozzles types. This effect mare pronounced at a concentration of
100 mg/I than at 1000 mg/I. Agral 90 coarsenedhid for all nozzle types at a
concentration of 100 mg/l. At a concentration 00Q@ng/l, Agral 90 had no effect on VMD
for the nozzle types 8001-8003 and made VMD fiertiie nozzle types 8004-8008. The
same pattern was seen for Break Thru. At a conateortrof 100 mg/l, Break Thru coarsened
VMD for all nozzle types measured. At a concentratbf 1000 mg/l, no effect was observed
for the nozzle types 8001-8002 and VMD became fioethe nozzle types 8003-8008.

Butler Ellis and Tuck (2000) investigated the effex drop size (PMS) of eight additives
with three venturi type nozzles, a twin-fluid nazand a standard flat-fan nozzle. The
additives used were mineral oil (Actipron), vegetihlCodacide oil), Polyethoxylated tallow
amine surfactant (Ethokem), Polyethoxylated nongiqah surfactant, Polyethoxylated
heptamethyl trisiloxane (Silwet L-77), synthetiteta (Bond), Poly-1—p-menthene
(pinolene; Clinger) and a modified soya licithithe-700).

The spray mixture had a significant effect on theag quality. For nozzles of the same type,
even nozzle design can lead to large differencddities react differently with venturi-type
nozzles than with standard flat fan nozzles. Faewsoluble additives, VMD increased for
venturi type nozzles and decreased for the starftiridn nozzle. For emulsions and
dispersions, VMD increased for both venturi and filen nozzle types. Largest differences
occurred for the twin-fluid nozzle. There was acr@ase in VMD of 20% with the Ethokem

solution and a decrease in VMD of 8% for the Li-&a0ution.
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The effect of mixtures of three types of EC forntiglas (clodinafop-propargyl, trifluralin

and cypermethrin), an SC formulation (isoprotur@jon-ionic surfactant, a methylated
vegetal oil and a emulsifiable vegetal oil on dsige (Oxford Visisizer) of three types of
venturi nozzles was investigated by Powell et200Q). All three nozzles produced a finer
spray quality for the water + non-ionic surfactaompared to tap water alone. Differences in

VMD are mostly larger between nozzle types thambeh mixtures for the same nozzle.

De Ruiter et al(2003) report the effect of a flat fan, a pre-asfiflat fan and a venturi nozzle
type on spray quality of a fluazinam (Shirlan) $@n in combination with three additives.
The spray quality was not changed because of tlagilam. The additives gave different
effects on drop size depending on nozzle type.d&HAande et al. (2001) showed that even
for fine sprays such as the Low Volume Mister usegreenhouses, the VMD of tap water
(30 um) decreased by 20% (25um) when using a solati the fungicide Fungaflor and the
insecticide Decis. Holterman et al. (1998) foundikir effects with the use of additives and
tap water with standard flat fan nozzles (XR110@4)anvil flat fan nozzle (TT11004) and a
venturi nozzle type (TD110-03). Calculated driftiwihe IDEFICS model (Holterman et al.,
1997) showed large effects of additives coincidaiilp the effects of additives on the volume

fraction of drops smaller than 1Q@n.

Hewitt et al. (2000) mentioned the Dropkick modéhwvhich the effect of formulations and
additives on drop-size can be calculated. The misdi#dveloped for aerial applications, but
also includes some nozzles used in field applioatiblewitt et al. (2001) mentioned that
dispersions generally have no effect on drop &maulsions result in coarser spray qualities
because of an earlier break-up of the liquid shieste to the nozzle outlet, also resulting in a
narrower spectrum. For an 8002 nozzle type, VMDdaabhange by as much as 20%. Also
the proportion of small and large drops in the g§&PAN) changed because of the different

solutions.

Hewitt (2001) concluded that because of the diffesmlutions, a nozzle could be classified
one class smaller or coarser in the BCPC spraytyudssification system (Southcombe et
al., 1997) than based on classifications with tapewas spray solution. The effect of
solution is different for the different nozzle typévore information is needed to advise on

the effect of spray solution on spray quality.

Often no clear relationship can be given betweemghs in drop size and concentration of
the agrochemical or adjuvant. For example, whigpdsize may increase at low

concentrations, at higher concentrations the irsg@arop size may decrease to its initial
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value (Dexter, 2001). The type of spray nozzle usagl be an essential factor as well, yet

still not clarifying the observed effects (Spanoghal, 2002).
Formulations with drift reducing potential

Herbst (2003) measured drift potential in a windnel and droplet size spectra for 11 types
of spray nozzles and nine different spray liquilstandard measurement protocol was used
to characterise the driftability of the sprays bg Drift Potential Index (DIX; Herbst and
Helck, 1998). A large influence of the spray liqwes found on the drift potential, although
no general trend could be found even for sprayidsjof the same formulation type. Changes
in drift reduction class for a nozzle type could¢wcbecause of the change in formulation. A
specific formulation could have opposing effectdaiftability for a standard flat fan nozzle
or a drift-reducing venturi type nozzle. These eéfealso differ depending on the
concentration used. It is difficult to define attikguid that is representative of real spray
liquids. The DIX values for water are generallythie middle range of values for the

formulations used in this study.

The physical properties of spray liquids could gigantly influence horizontal and vertical
drift profiles. Comparative tests have been peréatnm wind tunnels (Butler Elis and
Bradley 2002, Stadler 2004) and field experime8psay droplet measurement with different
formulations demonstrated that the number of fowsdd be significantly different for
spraying with identical nozzles and spray condgidasually the mean volumetric diameter
(MVD) represents the fineness of nozzles. Moreregeng for drift purposes is the content
of fines that is produced while spraying. The canhtd fines has been checked with different

formulations (containing more or less surfactaatgecommended concentration.

A laser scan device had been used to measuredpketsize (Figure 1.8). It is interesting
that the content of fines can be enlarged in corsparo water and on the other hand can be
significantly reduced. For one nozzle type and idahconditions, the number of fines can

vary by more than 100%. This has been checkednd winnel experiments as well.
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Figure 1.8. Percentage of fine droplets for differe  nt formulations (Nozzle LU 120 03; 3 bar;
Stadler, 2004).
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The correlation between fine droplet content anmdysgrift effects is obvious, but it cannot
be used for pre-calculation of spray drift. Drifttd in a wind tunnel resulting from a sample
of the products in Figure 1.8 are compared in Fdu®. It is obvious that different additives
or products reduce drift by up to 75% (product @ 8rcompared to product 5 and water). On
the other hand it is interesting that product Srtbtlincrease drift in comparison to water

even though it had more fines in comparison to miateroplet size measurement.
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Figure 1.9. Deposition on soil of different product s (wind 3 m/s; nozzle LU12003; 2.5 bar; Stadler,
2004)

10.00
& Water
M Product 3
A Product 1
1.00 ! @ Product5
g s
=
&)
©
0.01

100

distance [m]

Stadler (2004) showed in both field experimentswamdl tunnel measurements that an
optimized formulation resulted in a 50% lower spdaift deposit compared to tap water. The
differences in drift potential of the formulationgre predominantly steered by the volume
fraction of small drops in the spray. The higher Wolume fraction of small drops (<150

um), the higher the spray drift.

1.3.8.3 Conclusions

Formulations and tank additives affect spray qualite effect of spray tank solution on

drop size is different for the different nozzle égp Formulations and tank additives that make
spray quality finer increase spray drift. Coarsgrepray quality reduces spray drift. More
information is needed to advise on the effect efgpray solution on spray quality and

therefore spray drift.

1.3.9 Definition and measurement of spray drift reduction

The effect of all kinds of parameters on spraytdsibften expressed as spray drift reduction.

The basis of this methodology is the definitioraokference situation against which to
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compare drift reducing measures. A well-define@refce situation is essential when

discussing drift reduction.

1.3.9.1 Arable crops

In arable crop spraying, at least in Germany, thigdd Kingdom and the Netherlands, there
seems to be a fairly similar reference sprayaes. digreed that sprayer boom height should be
set to 0.5m above crop canopy and the nozzle g/ppdcified (Southcombe et al., 1997).
Discussions on this subject have led to an eftostandardize spray drift measuring and
evaluation (ISO, 2001; /TC23/SC6/WG4andWG7). Ineortd evaluate the effect on spray
drift reduction, it is essential to compare theseffon spray drift deposition at identical
distances. For example, spray drift reduction elated in the Netherlands at a specified
distance from the last nozzle (or the last tree) myinciding with the water surface (2-3m) in
the ditch (Huijsmans et al., 1997). In the UK, spdaft reduction is evaluated for a zone of
2-6m from the end of the sprayer boom (Gilbert, ®0th Germany, Herbst and Ganzelmeier
(2000) described the classification of sprayerspiray drift reduction classes based on an
evaluation of the distance of 5-50m from the enthefsprayer boom. As spray drift
reduction can vary with distance from the field edgigure 1.10), classification of a sprayer

may differ from country to country although basedtloe same dataset.

The ISO standard on drift reduction classificatsoiggests to evaluate drift classes on zones
of 1-5, 5-10, 10-15, steps in between, 45-50 o0i+5rom the field edge. Drift reduction

classes mentioned are 25, 50, 75, 90, 95 and 993pared to a reference situation.
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Figure 1.10. Spray drift reduction of air assistance and nozzle type compared to a standard

flatfan nozzle (XR11004 @3bar) spraying a potato cro  p with a spray volume of 300 I/ha
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1.3.9.2 Orchards

There is no agreement on a reference for an or@meyer, mainly because of large
variations in orchard lay-out (row spacing, treemhand sizes) between regions and

therefore in adapted spray techniques.

1.3.10 Internationally- implemented drift mitigation measures

It seems that across Europe some consensus abrtly about the classification of drift
reduction. This is also found in almost agreedritagonal standards developed within ISO
on spray drift measurements (ISO/CD12057) and sgityclassification (ISO/CD22369).
In the different countries, different entries ased to come to a spray drift reduction

categorisation. An inventory of listed criterigpiesented in Table 1.3 and Table 1.4.
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Table 1.3. Entries for drift reduction in field cr

ops in different countries

Drift
reduction

Technique

Germany

UK

Netherland
s

Sweden

50%

Nozzle-pressure-material
Twin-fluid nozzles
Spray quality
Air assistance
Boom height
Sprayer speed
Application zone width
End-nozzle
Tunnel sprayer (bed-crops)
Slapduk
Windbreak crop
Wind speed
Air temperature

X
X

X
X

75%

Nozzle-pressure-material
Twin-fluid nozzles
Air assistance
Boom height + nozzle-type
Sprayer speed
Application zone width
End-nozzle
Shrouded boom
Slapduk
Band sprayer

90%

Nozzle-pressure-material
Twin-fluid nozzles
Air assistance + nozzle-type
Boom height + nozzle-type + air assistang
Sprayer speed
Application zone width
Slapduk + nozzle-type
Vertical nozzle pipes (asparagus)
Band sprayer

[¢]
X

95%

Air assistance + nozzle-type
Slapduk + nozzle-type
Boom height + nozzle-type

99%

Shielded bed sprayer
Slapduk + nozzle-type

X
><><><><><
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Table 1.4. Entries for drift reduction in orchards

in different countries

Drift Technique Germany UK Netherland | Sweden
reduction S
50% Nozzle-pressure-material X
Leaf-sensor X X
Shut-off air outside direction 5 rows X
Maximal air capacity 5 rows X
Maximal spray pressure 5 rows X
Shut-off air outside direction 3 rows X
Maximal air capacity 3 rows X
Maximal spray pressure 3 rows X
Application zone width X
Hail net over entire orchard X
Windbreak net on edge field X
Shut-off spray outside direction last row X
75% Nozzle-pressure-material X
Leaf-sensor X
Sprayer type (cross-flow fan) X
Shut-off air outside direction 5 rows X
Shut-off air outside direction 3 rows X
Maximal air capacity 3 rows X
Maximal spray pressure 3 rows X
Application zone width X
Max. fan capacity X
Tunnel sprayer X
Windbreak crop X
Hail net over entire orchard X
90% Nozzle-pressure-material X
Sprayer type (cross-flow fan) X
Shut-off air outside direction 5 rows X
Maximal air capacity 5 rows X
Maximal spray pressure 5 rows X
Application zone width X
Max. fan capacity X
Max. crop height 2.2m X
Max. row width 2.2m X
Tunnel sprayer X
Collector-recycling sprayer X
Fan Air direction X
Windbreak crop X
99% Tunnel sprayer + nozzle type X
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1.4 Risk mitigation for surface runoff and erosion

1.4.1 Introduction

1.4.1.1 Origin of runoff

Surface runoff can be divided into two distinctégpaccording to the mechanism of

initiation:

Hortonian runoffoccurs when rainfall intensity exceeds the perntigabf the soil surface.
Its occurrence is influenced by numerous factoif) the most important being rain

intensity, soil stability (sealing process) and sover (canopy effect).

Saturation runoftakes place when a poorly pervious layer is preiseime near subsurface.

The dominant climatic factor is the volume of raihfather than its intensity.

In the latter situation, topsoil saturation genesditypodermic runoff (lateral flow in the
subsurface), which evacuates a part of the excats \for all of it in the absence of surface
runoff). This process is controlled by slope anifl gorosity. Tile and ditch drainage
accelerate hypodermic runoff and lower the temponater table generated by the
saturation. The FOCUS SWS did not distinguish tin@ tiypes of runoff (they were taken

together as runoff).

1.4.1.2 Runoff and erosion

Water has a shear stress effect on soil whickfliseinced by the slope and the thickness of
the runoff flow across the soil surface. As a cougmce, sheet and rill erosion may occur on
sloping plane fields and the concentration of tbe/fin the talwegs generates ephemeral or
permanent gullies, even in situations with a gesitipe, when the catchment area of the
talweg is relatively non pervious and induces higtoff volumes. This situation is common
on the silty plateaus in north-west Europe. It $tidn¢ recognized when dealing with
exposure of water bodies by plant protection prégltitat several measures are taken by

farmers to reduce erosion and intake of nutriamts water bodies.
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1.4.1.3 Pesticide transfer in runoff

Pesticide transfer is a complex process arising frarious interactions between the

properties of the compound, climatic conditiong] &re agricultural and environmental

characteristics of each individual situation. Mareg research programs on this topic have

only been conducted over the last 15 years in Eyrep that the technical basis for

corrective actions relies on incomplete scienkfiowledge. The main question is not really

the identification of the mechanisms involved, whiare quite well known, but their

gquantification and their relative predominance.
However, some points of practical interest are wsiablished:

e Sorption and persistence are the determining ptiegefor pesticide transfer (Baker et
al., 1994; Gril et al., 1999).

e Erosion may induce residue transfer of stronglypedmolecules. Coarse soil particles

have a much lower sorption capacity than the fimads-rich ones so that pesticide
concentrations are generally much higher in the shirface soil layer than in deeper
horizons. Sheet erosion which is difficult to oh&emay thus be more effective for

pesticide transfer than spectacular gully erosion.

Pesticide transfer is greatest when runoff ocautké first weeks after the application
because of degradation in soil and progressiveidimaf chemicals within the soil
matrix (Baker et al. 1995). For this reason, hedeis are a particular concern as their

application often occurs on bare soil or with lieaitsoil coverage in periods when runoff

is the most likely (at least under European coods).

« The rapidity of water movement on and through thiete the water body is a factor

which significantly increases the intensity of pede transfer.

1.4.1.4 Mitigation measures to control pesticide transfer in runoff

In principle the following issues could be consatkwhen deciding upon risk mitigation

measures to reduce the intake via runoff;

« Buffer strips e Cover crops
e Conservation tillage e Contour planting
* Incorporation e Terracing
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« Crop rotation, mixture crops  Irrigation technique (drips vs furrow vs
- Field size — patch spraying flood) — managing antecedent soll

moisture conditions
¢ Minimizing soil surface compaction

. . * Reduced soil contamination from drift
(good tillage practices)

reducing techniques
« Settlement ponds (biobeds)

Some correspond to tillage and cropping practitespthers are landscape management
techniques. It is intended to summarise here thetly available information concerning
the direct and indirect effects of the various mees on pesticide transfer via surface runoff.
A general difficulty is to collect information udalfor mitigation measures on well
established and sufficiently validated scientisults. The discussion of possible mitigation
measures below focuses primarily on techniquesiwaie specific to transfer in runoff,

assuming that implementation of general good pracds a prerequisite.

1.4.2 Vegetated buffer zones

The efficiency of vegetated buffer zones to tragireent and fertilizers is well known and
documented (for example, Dillaha et al. 1999). rtaén factor is the high infiltration rate of
grass surfaces, in relation to the sealing praiaaffect of a dense cover, the good structure
of the upper layer, and the development of rootavéter, the experimental results

concerning pesticide trapping of grassed buffeesare more varied.

1.4.2.1 Assessment of pesticide trapping efficiency

At the moment, only grassed buffer zones have bignificantly studied. However, the
studies are recent, except the similar experimgfdsmussen et al. (1977) and Rhode et al.
(1980) on a grassed waterway with 2,4-D and tifliar, respectively. More information is

available concerning sediment and nutrient removal.

Some reviews are available on the efficiency ofgea buffers in removing pesticide from
runoff (Patty 1997, USDA 2000). The experiments@neducted under natural rainfall
conditions (for example, Arora et al. 1996, Pattgle1997) or use simulated rainfall and/or
runoff (Misra et al. 1994, Kl6ppel et al. 1997, 8leun et al.in pres3. A very recent review
(Lacas, submitted) makes a point on the currentvieage concerning pesticide transfer in

grassed buffers and was drawn upon in writing $bigtion.
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Main factors influencing pesticide transfer in vieded buffer zones

It is difficult to summarise this information sinogeasured pesticide removals are quite
variable. A first question is to verify if thereassignificant relationship between trapping
efficiency and pesticide mobility. Table 1.5 cotlethe data available in 2005, presenting
pesticide trapping efficiency in relation to stréngf pesticided sorption (Koc) and buffer
width. The variability of the trapping, even foremolecule and one publication, shows
clearly that the adsorption property of a substasec®t sufficient to predict pesticide
transfer through a grassed buffer zone. In faetKibc (or other properties like solubility) is
quite rarely identified as the main factor in ietation of experimental studies (Table 1.6).
The adsorption property of the molecule certaindyg a role, but the influence may be

masked by other factors including infiltration aheé time between application and runoff.

Table 1.5 Trapping efficiency of grassed buffer zon  es (adapted from USDA, 2000 and Patty, 1997)

Pesticide Koc Pesticide | Experimental | Buffer width Buffer Study reference
trapped (%) support! (m) area/source
area (%)
Permethrin 100000 27-83 RN+RF 7.5-15 9-18 Schmitt et al. 1999
Trifluralin 8000 86-96 RN 24 Rohde et al., 1980
Chlorpyrifos 6070 57-79 RN Boyd et al., 1999
Chlorpyrifos 6070 62-99 RN 2.5-5 Cole et al., 1997
Pendimethalin 5000 77-100 RN 1-15 Spatz et al. 1997
Fenpropimorph 2770 42-100 RN 1-15 Spatz et al. 1997
Fenpropimorph 2770 71 RF 5 Syversen 2003
Diflufenican 1990 97 NC 6-18 12-48 Patty et al., 1997
Diflufenicanil 1990 82-98 RF 3 Souiller et al. 2002
Lindane 1100 72-100 NC 6-18 12-48 Patty et al., 1997
Propiconazole 949 63 RF 5 Syversen 2003
Glyphosate 750 39 RF 5 Syversen 2003
Norflurazon 600 65 NC 2-4 9-18 Rankins et al., 1998
Diuron 479 70-98 NC 3-6 L'Helgoualch 2000
Terbutylazine 306 29-100 RN 1-15 Spatz et al. 1997
Terbutylazine 306 35-65 RF 10 Kloeppel et al. 1997
Metolachlor 200 16-100 NC 20 3.3-6.7 Arora et al., 1996
Metolachlor 200 30-47 RN 3.3-6.7 Misra et al., 1996
Metolachlor 200 55-74 RN 2-4 9-18 Webster et al., 1996
Metolachlor 200 91-98 NC+RN Tingle et al., 1998
Cyanazine 190 17-100 NC 20 3.3-6.7 Arora et al., 1996
Alachlor 170 >90 (grass NC 8 (grass) Lowrance et al., 1997
70) +41 (wood)
Dichlorprop 170 49-78 RF 10 Kloeppel et al. 1997
Acetochlor 150 56-67 Boyd et al., 1999
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Pesticide Koc Pesticide | Experimental | Buffer width Buffer Study reference
trapped (%) support! (m) area/source
area (%)
Alachlor 122 10-61 RN+RF 7.5-15 9-18 Schmitt et al. 1999
Isproturon 120 99 NC 6-18 12-48 Patty et al., 1997
Isoproturon 120 18-90 RN 1-15 Spatz et al. 1997
Isoproturon 120 78-88 RF 10 Kloeppel et al. 1997
Isoproturon 120 62 RF 3 Souiller et al. 2002
Atrazine 100 8-100 NC 20 3.3-6.7 Arora et al., 1996
Atrazine 100 52-69 Boyd et al., 1999
Atrazine 100 91 6 27 Hall et al., 1983
Atrazine 100 30-57 9 Hoffman , 1995
Atrazine 100 97 NC 8 (grass) Lowrance et al., 1997
+41 (wood)
Atrazine 100 35-60 5-10 10-20 Mickelson et al., 1993
Atrazine 100 26-50 RN 3.3-6.7 Misra et al., 1996
Atrazine 100 44-100 NC 6-18 12-48 Patty et al., 1997
Atrazine 100 5-43 RN+RF 7.5-15 9-18 Schmitt et al. 1999
Atrazine 100 63-96 RF 3 Souiller et al. 2002
Fluormeturon 100 60 NC 2-4 9-18 Rankins et al., 1998
Mecoprop 85 97-100 RN 1-15 Spatz et al. 1997
Metribuzin 60 50-76 RN 2-4 9-18 Webster et al. 1996
Metribuzin 60 91-98 NC+RN 0.5-4 2-18 Tingle et al. 1998
Thiodicarbe 57 32-96 NC 3-6 L'Helgoualch 2000
Pirimicarb 53 23-100 RN 1-15 Spatz et al. 1997
Fosethyl-Al 45 36-95 NC 3-6 L'Helgoualch 2000
2,4-D 20 70 RN 24 Assmussen et al. 1977
Dicamba 2 90-100 RN 2.5-5 Cole et al., 1997

Table 1.6. Main factors found to influence pesticid

different studies

! Natural conditions (NC), Rain simulation (RN), Runoff simulation (RF)

e transfer through vegetated buffers in

Study

Main factors influencing pesticide transfer

Arora et al., 1996
Cole et al., 1997
Kloeppel et al., 1997

Lowrance et al.,
1997

Misra et al., 1996
Rankins et al., 1998
Patty et al., 1997
Schmitt et al., 1999
Souiller et al., 2002

Infiltration, time between application and runoff

Infiltration and soil moisture, dilution, formulation

Infiltration (in relation with strip width and inlet flow), dilution
Season, time between application and runoff

Infiltration, runoff concentration

time between application and runoff
Infiltration, time between application and runoff
Grass age, Koc

Infiltration, Koc
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Following the review of the FOCUS Landscape andddtton report by the EFSA PPR
panel (EFSA, 2006), literature reported in thervaébetween 2005 and 2007 was collated
(Table 1.7) and added into the database.

Table 1.7. Trapping efficiency of grassed buffer zo

nes for literature gathered since 2005

Pesticide Koc Pesticide | Experimental | Buffer width Buffer Study reference
trapped (%) support! (m) area/source
area (%)

Metolachlor 200 81-100 NC 6-12 30-42 Klein (2004)
Terbuthylazine 306 83-100 NC 6-12 30-42 Klein (2004)
Pendimethalin 5000 93-100 NC 6-12 30-42 Klein (2004)

Glyphosate 21700 91.3 NC 2 4 SWAP-CPP (2006)

AMPA 8000 50.0 NC 2 4 SWAP-CPP (2006)
Dimethomorph 348 28.6 NC 2 4 SWAP-CPP (2006)
Dichlobenil 171 33.3 NC 2 4 SWAP-CPP (2006)
Dithiocarbamates >1000 57.1 NC 2 4 SWAP-CPP (2006)
Unnamed herbicide <250 97.7 RN 5 29 Jones (1993)
Diuron 1067 81.8-98.4 RF 6 0.9 Lacas (2006)

! Natural conditions (NC), Rain simulation (RN), Runoff simulation (RF)

The current literature data only apply to situasiovhere: (i)surface runoff enters the buffer
as sheet flow (rather than as channelled flow),(@nhthe soil in the buffer is not saturated
and the infiltration capacity of the buffer is metluced by soil surface sealing. Furthermore,
the experimental conditions of literature runoffdies may not be directly comparable to
those in the field as they tend to be undertakesnaall plots and often include artificial
rainfall at high intensity or even artificial ruriofA straight-forward analysis of the data
reported in Tables 1.5 and 1.7 is difficult becaofsthe different experimental conditions
and the measured variation in buffer efficacy foffér zones of different sizes. There are
also some references where the efficacy of theebgtin only be approximated.
Furthermore, there are a significant number ofissiffom the US and Australia where it is
difficult to determine the extent to which experimted conditions are relevant to the

European situation.

In order to estimate the efficacy of vegetated daufones, all non-European data were
removed from the database, leaving 9 publicatiepsnting efficacy values for at least one
compound. Next, the resulting database was spliirding to whether the compound was

primarily present in the aqueous or sediment pbéasenoff. Efficacy values were reported
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into the respective sub-sets where the originalystaported separately on agueous- and
sediment-phase runoff. Studies that only reporesiipide loads in total runoff were placed
into either the aqueous-phase subset (Koc < 104f) o the sediment-phase subset (Koc >
1000 ml/g). A mgle value was determined for each buffer systestipide application (i.e.
multiple events monitored for the same buffer/aggilon were combined; different years or
different pesticides monitored on the same buffereneported separately). The arithmetic
mean was calculated for a given buffer/pesticidaryehere there were replicates. The
resulting database contained 76 datapoints (11 eongs) for sediment-bound transport, and
107 datapoints (12 compounds) for aqueous-phasspoat. These data are summarised in
Tables 1.8 and 1.9. The number of datapoints fdividual buffer widths is often very small,
but the range and mean of data are reported form#tion. Note, that data for almost all
buffer widths are significantly skewed towards t@gheduction efficiencies (i.e. there are a
large number of high values and only a small nunatbéow values; see Figure 1.11 for an

example).

Table 1.8. Summary of European data for efficacy of  pesticide removal from the aqueous-phase

of runoff by vegetated buffer zones.

Buffer width (m) n minimum maximum mean
1 4 44.00 75.50 61.50
2 2 28.57 33.33 30.95
4 4 46.00 69.00 61.38
5 8 9.95 97.73 62.07
6 13 44.00 100.00 84.28
7 10 35.00 100.00 77.00
10 23 1.89 99.99 77.21
12 13 60.00 100.00 91.71
15 13 33.00 100.00 88.25
18 7 97.00 100.00 99.15
20 10 14.12 98.34 86.06

Total 107 1.89 100.00 80.22
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Table 1.9. Summary of European data for efficacy of

of runoff by vegetated buffer zones.

pesticide removal from the sediment-phase

Buffer width (m) n minimum maximum mean
1 2 48.50 76.50 62.50
2 2 28.57 33.33 30.95
4 2 64.00 89.50 76.75
5 18 11.34 97.73 65.82
6 9 72.00 100.00 91.82
7 7 -27.00 100.00 64.53
10 10 85.62 99.17 95.12
12 9 94.00 100.00 98.87
15 6 43.00 100.00 88.88
18 3 99.90 100.00 99.97
20 8 93.21 100.00 97.16

Total 76 -27.00 100.00 82.30

Figure 1.11. Histogram for efficiencies of vegetate

pesticide loading in the aqueous (n = 36) and sedim

ent (n = 19) phases of runoff

d buffers of 10-12 m width in reducing

14 - B Aqueous
12 - 7 Sediment

Relative frequency
(o]

Oto5
5t0 10
10to 15
15to 20
20to 25
25 to 30

30to 35
351to 40
40 to 45

45 to 50
50 to 55

55 to 60
60 to 65
65 to 70

70to 75
75 to 80
80 to 85

Reduction efficiency (%)

8510 90 k

The data presented in Tables 1.8 and 1.9 showiteafficiency of a given width of

vegetated buffer is greater in reducing mass aledsediment and associated pesticide than
in reducing volume of runoff water and associated$mof pesticide in the aqueous phase.

Generally, there is greater variability in the retilon efficiency for smaller buffer widths.

95 to 100

Although the data indicate that reduction efficiesdend to increase with larger buffer

widths, there are insufficient data points to derwn overall relationship. Thus analyses were
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undertaken on data for specific buffer widths witbasurements combined into width
intervals (e.g. 18-20 m) to provide a more robgsingate of descriptive statistics. Table 1.10
provides summary statistics for buffer widths of1@m and 18-20 m. The $@nd 98
percentiles of the distribution were calculateduasag a Weibull distribution (cumulative
relative frequency = rank/n+1) with linear intergbbn between the two measured datapoints
surrounding the required percentile. Thé& @@rcentile worst-case value has often been
incorporated into regulatory procedures for expesssessment on the assumption that it

provides a sufficient degree of conservatism.

Table 1.10. Summary information for efficienciesi  n reducing pesticide load for different widths

of vegetated buffers and different phases of surfac e runoff

Phase of runoff Pesticide in aqueous phase Sediment-bound pesticide
Buffer width (m) 10-12 18-20° 10-12 18-20
Statistics for reduction efficiency
(all values in %)
Range 1.9-100.0 14.1-100.0 85.6-100.0 93.2-100.0
Median 94.0 97.0 99.1 99.8
Mean 84.7 90.0 96.9 97.9
10" percentile (best case) 100.0 100.0 100.0 100.0
90" percentile (worst case) 60.7 80.6 86.8 93.5
n 36 30 19 11

% Values for 15-m buffer were consistent with those for 18-20 m buffer and were included in the

analysis to give more robust statistics

Infiltration in the buffer zone

Infiltration of runoff into the buffer is the priial cause of the ability to trap pesticide.
“Adsorption or other processes that reduced conatoms were believed to be active at
greater herbicide concentrations, but were not danti reducing herbicide losses from 0 to
less than 10 %, compared with 25 to 48 % due itiretion” (Misra 1996). The percentage
of runoff which infiltrates depends both on flowngeated uphill (and thus on rain
characteristics and surface, slope, permeabilityranghness of the field) and on

permeability and dimensions of the buffer.

The permeability of the surface layer of a grasget is generally very high, more than the

lower layers which limit the infiltration rate. Iécal climatic, pedological and topographic
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conditions induce the saturation of this surfagetan the wet season, the efficiency of the

buffer will be greatly reduced during this period.

Time between application and runoff

It is widely noted in pesticide transfer studieattthe closer to application time that runoff
occurs, the higher are the quantities exporteddritbe plot. It is noted in many buffer
experiments that small concentrations in the ifidet generate a better efficiency of the
buffer than larger ones. This is only true for mordess equivalent flow rates. As an
example, if the first flow after application infittes more or less totally (which is often the

case), the efficiency may be 100% even with lageentrations in runoff.
Other factors

One experiment (Schmitt et al., 1999) comparedl@gm@ssed buffer (25 years) to a young
one (2 years), with a significant difference in@éncy: the cause is a better infiltration rate

in the first one, but perhaps also better adsangiioperties.

A wider buffer favours infiltration and also thesgersion of concentrated flow. Width is a
broadly used sizing parameter for buffer designragdlation. However, for runoff control

(c.f. control of spray drift), it should be relatedrunoff flow, then to uphill characteristics.
Dilution by rain falling on the buffer influencesmcentrations, but not the mass of pesticide.

Cole et al. (1997) compared a granular and a wletfadwder formulation of chlorpyrifos

and found larger loadings of the wettable powdeuiroff.

1.4.2.2 Wooded buffer zones

Wooded buffer zones have been studied by the Tiftorersity, Georgia (Lowrance et al.,
1997; Vellidis, 2000). In fact, a combined buffgrgss + wood) representing natural
conditions was tested. The 3-year study showedd gatraction efficiency for this
combination, with a better efficiency per metergdmfor the grass than for the forest. Runoff
simulation experiments (Gril et al., 2003) haveakown a higher infiltration rate in

wooded buffers than in grassed ones.
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1.4.2.3 Fate of pesticides infiltrated in the buffer

Most studies identify the role of infiltration inuffer efficiency, and yet few results are
available concerning the fate of infiltrated pesiés. It may not be different from what
happens under a cultivated field: a slow movemermiLigh the micropores and more rapid
transport through any macropores. Lowrance (198d@)\elledis (2000) monitored a shallow
watertable at the Tifton study site. Atrazine alathlor peaks appeared quickly after some
runoff events, but lateral movement of the watdetatas slow, and peaks seen in the water
table did not generally result in peaks in theastreRapid movement has been observed by
Souiller (2002) in grassed buffers and by Gril (20id wooded ones. This type of process is
probably general, resulting from the high infiltcatt rate generally observed in the top layer

of buffers.

Flow through the surface layer supplies subsurfaneff, if it is present (which is frequent
in situations where runoff is a significant pathway movement of water). Then, in the case
of riparian buffers, this transfer may be a rodteantamination of the stream which is not

taken in account by all the surface experiments.

1.4.2.4 Discussion on trapping efficiency of buffer zones

European climatic conditions

A first and obvious conclusion is that a buffer eanay trap a major part of pesticides
tranferred by runoff and that the actual amount véty with site and climatic conditions.
Nevertheless, two important nuances should be Itoug. First, many of the studies have
been performed with rain or runoff simulation teicjues, which are not really representative
of natural conditions as they comprise heavy raohrmnoff and constant concentrations of
substances in simulated runoff. Secondly, moshefréferences with natural conditions have
a US origin. For a similar frequency and duratidB, rainfall has a much higher intensity
than in a large part of Europe and, then, leadsghily to a too pessimistic view of the
extraction efficiency of buffers, at least in therth and west of the EU. The rare data
obtained under natural rain conditions in Europm&drom the west of France (Patty et al.,
1997) and from Provence (L'Helgoualch 2000) andastather favourable trapping

efficiencies (always over 50% and often over 90%).
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Peaks in concentration

A point to consider is the probable lag of timehe transfer through a buffer, in comparison
with a direct transfer to the stream. This sortobffomatographic” effect should produce a
mitigating effect on peak concentrations, even atimass reduction. Unfortunately, there

are no experimental data concerning this point.

Seasonal considerations

Since a large part of the buffer efficiency is doénfiltration, the worst performance will be
obtained by a saturated soil and the best by alsp#nough to absorb all the runoff during a
rain event. When conditions are dry enough andeaémts do not induce a water transfer
down to the water table or the stream, the infibrmand the subsurface runoff will not lead
to a rapid contamination. These observations perpegsent an opportunity for the
introduction of buffers into mitigation measuregwspecifications in relation to the time of

application (spring, summer or early autumn treatise

1.4.2.5 Operating rules for buffer implementation

These conclusions are still scientifically limitdabwever they permit to propose practical
information concerning the design of vegetateddnudbnes for reducing pesticide losses in
runoff. Two technical releases have been publisghédance (CORPEN, 1997) and the US
(USDA, 2000) which give more or less similar recoemalations.

1.4.2.6 General remarks

Buffers are not relevant if runoff is not signifitaHowever, as pesticide concentration in
runoff is normally much higher than concentratinnrifiltration flow, it does not mean that
runoff has to be the main water pathway (20% affedli lost in hortonian runoff corresponds

to a high runoff rate).

Hydraulic by-passes (rills, gullies, ditches) ttghuhe buffer zone can totally invalidate its
efficacy (Figure 1.12). In the same way, “concetetldlow is the nemesis of pesticide
trapping by buffers” (USDA, 2000). Implementing affier downhill of a tile-drained field is
not appropriate, except where runoff and drainéme are both significant; the “boulbenes”
(silty hydromorphic soils of SW France, subjecirttense storms in spring) are an example

of this situation.
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1.4.2.7 Location of buffer zones

Location is probably the most important aspect eomiag buffer implementation,

particularly in relation to the above hydraulic saerations. Actually, it is just a matter of
engineering logic, nearly independent of our uneiding of pesticide transfer - buffers
have to be implemented where runoff from treateltli is present. Therefore, to locate them
along the stream (as for control of spray drifthé the only possibility (Figure 1.13). The
density of concentrated flows is likely to be high#ng the stream than uphill. USDA
(2000) suggests to implement buffers preferablp@liirst- or second-order streams rather

than along higher-order ones.

For gully erosion, it may be necessary to estahlister buffer zones where runoff leaves the
field whereas on other parts of the field no buffenes are needed even though they may be
directly adjacent to water bodies. As buffer zoaesa landscape feature, the efficacy of
buffer zones should not only be determined at tietpvhere the runoff moves into the

surface water but rather for a larger stretch.

1.4.2.8 Sizing the buffer zones

The size of a buffer (i.e. the length along thee)adepends principally on uphill flow and
buffer slope. Again, a modelling tool would be wuseThe empirical advice of USDA and
CORPEN (Figure 1.14% in the same order of size: i.e. about 10 to Z0msheet or shallow
concentrated flow. An important concentrated flowstbe intercepted by longer buffers
such as a grassed waterway or a meadow, to bermapted (or preserved) along or across

the talweg.

Figure 1.12. By pass in a watershed
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Figure 1.13. Location of grassed buffer zones
1 in the field 2 at the margin of the field

grassed waterway

5 meadow 6 along the riverside

6
7
8
9
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11 Figure 1.14. Different types and locations of buff ~ er zones to reduce intake via runoff
12
from10to 20 m
1. Short side 2. Long side 3. Runoff concentration 4. Association of a riparian strip and buffers
in a comer of the field located on concentrated flows
A : grassed waterways
B : meadow
Sizing of grassed bufferzones C : meadows in "cascade”
13 (CORPEN 1997) D : variable width (for a straight field edge)
14
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1.4.3 Wetlands

Constructed wetlands or vegetated ditches have fre@osed as risk mitigation techniques.
Complementing their ecological importance as ecegdyetween land and water (Mitsch and
Gosselink, 1993) and as habitats with great ditseesid heterogeneity (Wetzel, 1993),
specifically constructed wetlands are used extehsior water quality improvement. The
concept of vegetation as a tool for contaminanigatiton (phytoremediation) is not new
(Dietz and Schnoor, 2001). Many studies have etadlthe use of wetland plants to mitigate
pollutants such as road runoff, metals, dairy wsasiad even municipal wastes (Brix, 1994;
Cooper et al., 1995; Gray et al., 1990; Kadlec lkénght, 1996; Meulemann et al., 1990;
Osterkamp et al., 1999; Scholes et al., 1998; Vwnds90). According to Luckeydoo et al.
(2002), the vital role of vegetation in processivager passing through wetlands is
accomplished through biomass nutrient storagenssdation, and providing unique
microhabitats for beneficial microbiological orgams. Macrophytes serve as filters by
allowing contaminants to flow into plants and stemiich are then sorbed to macrophyte
biofilms (Headley et al., 1998; Kadlec and Knigt296). Whether or not plants are capable
of transferring contaminants from environmentalnoats depends upon several factors
including contaminant chemistry, plant tolerancéhi contaminant, and sediment

surrounding the plant (e.g. pH, redox, clay contéablotowicz and Hoagland, 1999).

Initially wetlands were employed mainly to treairiesource wastewater (Vymazal, 1990),
followed later by an increased emphasis on nongmuatce urban (Shutes et al., 1997) and
agricultural runoff (Cole, 1998; Higgins et al.,93 Rodgers Jr. et al., 1999). While the fate
and retention of nutrients and sediments in wetare understood quite well, the same
cannot be claimed for agrochemicals (Baker, 199i®st of the available studies refer to the
potential of wetlands for removal of herbicide®sd some other organic chemicals (Kadlec
and Hey, 1994; Lewis et al., 1999; Moore et alQ@0Nolverton and Harrison, 1975;
Wolverton and McKown, 1976). Since wetlands hapeanounced ability to retain and
process material, it seems reasonable that cotstiuetlands, acting as buffer strips
between agricultural areas and receiving surfadersacould mitigate the impact of
pesticides in this runoff (Rodgers Jr. et al., 199%e effectiveness of wetlands for reduction

of hydrophobic chemicals (e.g. most insecticidésutd be as high as for suspended
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particles and phosphorus, since these chemicads agtiatic ecosystems mainly in particle-

associated form following surface runoff (GhadimdeRose, 1991; Wauchope, 1978).

Table 1.11 summarizes the studies undertaken sfarsecticide retention in constructed
wetlands and vegetated ditches. The initial studitsmpting to quantify insecticide
retention in wetlands by taking input and outpuswements were carried out in South
Africa with various insecticides. Schulz and P€2001) investigated the retention of
azinphos-methyl, chlorpyrifos and endosulfan introet during a single runoff event from
fruit orchards into a 0.44-ha wetland. They fouatkntion rates between 77% and 99% in
terms of aqueous concentrations and >90% in tefragueous load. Particle-associated
insecticide load was retained at almost 100% fiathal studied organophosphate insecticides
and endosulfan. A reduction in toxicity was alsendestrated foChironomussp. exposeth
situ at the inlet and at the outlet (Table 1.11). Aeotstudy performed in the same wetland
assessed contamination via spray drift of the mostmonly used insecticide, azinphos-
methyl, and found similar retention rates, althotlghretention rate for the pesticide load
was only 54.1% (Schulz et al., 2001). In paralébore et al. (2001) conducted research on
the fate of lambda-cyhalothrin experimentally inlwoed into slow-flowing vegetated ditches
in MS, USA. They reported a more than 99% reductiopyrethroid levels below target
water quality levels within a 50-m stretch due mo8@% sorption to plants. A further study
investigated the fate and toxicity of chlorpyrifasing wetland mesocosms in Oxford, MS as
well as the wetland in South Africa as a field epsar(Moore et al., 2002).

Another experiment in the Oxford mesocosms targéteceffects of vegetated versus non-
vegetated wetlands on the transport and toxicifyasathion-methyl introduced to simulate a
worst-case storm event (Schulz et al., 2002a). Betitand invertebrate communities ad
tentansexposed in situ were used to illustrate positifeots from the presence of
macrophytes (Table 1.11). The processes relevaaiieous-phase dissipation of azinphos-
methyl were the subject of another recent studygutie flow-through wetland along one of
the tributaries of the Lourens River in South Adr{Schulz et al., 2002b). The plants were
shown to play an important role in the uptake efthemical, but effects on the zooplankton

communities were nevertheless detectable.

Apart from these more focused studies a few furshedies are included in Table 1.11. The
implementation of retention ponds in agriculturatersheds was examined by Scott et al.
(1999) as one strategy to reduce the amount anditioaf runoff-related insecticide
pollution discharging into estuaries. However, aed sizes and retention rates are not

detailed further. Briggs et al. (1998) inferreceduction of >99.9% in terms of the applied
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amount from a study in which nursery runoff wasexkpentally added to clay/gravel or
grass beds of up to 91 m length (loadings not &srtfuantified). A positive effect of settling
ponds, situated below watercress beds in the Utwbee not further described, was
documented using mortality and acetylcholinesterasibition in G. pulexexposedn situas
endpoints (Crane et al., 1995b). Retention ratesiat given, as the concentrations of

malathion used in the watercress beds were notureas this study.

In summary, only very few studies have dealt safigin wetlands or vegetated ditches as risk
mitigation tools for nonpoint-source insecticiddlption. However, the results obtained so
far on chemical retention and toxicity reductions @ery promising (Table 1.11), and justify
further investigations. A few other studies thatdhemphasized special aspects of pesticide
fate or toxicity in wetlands (Dieter et al., 19%jongberg and Martin-Hayden, 1997) or
uptake of insecticides to plants (Hand et al., 26Gken et al., 1998; Weinberger et al.,

1982) corroborate the idea of wetlands for reductibrisk from insecticides.

Certain agricultural sectors, such as the greerehand nursery industry, have already started
to adopt wetlands to treat pesticide-contaminatete(Berghage et al., 1999). In response
to the historic wetland losses, the U.S. Departroéiigriculture Natural Resource
Conservation Service (USDA NRCS) has establishaddonservation practice standards
(Codes 656, 657, 658, and 659) relating to consdueetlands (USDA-NRCS, 2002). By
establishing these practice standards, farmer®#ued agricultural landowners are given
instructions on how to develop and use construetetthnds as a best management practice

to minimize nonpoint-source pollution of water besli
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Table 1.11. Field studies on the effectiveness of ¢

onstructed wetlands or vegetated ditches in mitigat

ing insecticide contamination in surface waters.

Inlet Retention Wetland Dominant plant Ecotoxicological
Source Substance concentration Concn  Load Location size Species assessment Reference
Application to Malathion - - - Settling ponds below - - Mortality reduction, Crane et al.
watercress treated watercress Gammarus pulex in situ (1995b)
beds beds bioassay
Experimental Chlorpyrifos No data Nodata >99.9 Clay/gravel orgrass 2x91m Cynodon dactylon No data Briggs et al.
nursery %t beds below nursery, (1998)
runoff SC, USA
Experimental Lambda- 500 pg/L >99%  >99%  Vegetated ditches, 50x 1.5 Polygonum No data Moore et al.
runoff cyhalothrin MS, USA m amphibium, (2001)
Leersia oryzoides,
Sporobolus
Experimental Chlorpyrifos 73-733 pg/L No data 83- Wetland mesocosms, 66 x 10 Juncus effusus, No data Moore et al.
runoff 98% MS, USA m Leersia sp. (2002)
Experimental Methyl-Parathion 4-420 pg/L >99%  >99% Wetland 50 x5.5 Juncus effusus >90% toxicity reduction,  Schulz et al.
runoff mesocosms, MS, m Leersia sp. Chironomus in situ (2002a)
USA bioassay, reduced effects
on invertebrates
Runoff Azinphos-methyl 0.14-0.8 ug/L  77-93% >90% Flow-through 134 x36  Typha capensis, >90% toxicity reduction Schulz and
Endosulfan 0.07-0.2 pg/L >99%  >90% wetland, Lourens m Juncus kraussii Chironomus in situ Peall (2001)
Chlorpyrifos 0.01-0.03 pug/L  >99%  >90% River catchment, bioassay
Azinphos-methyl  1.2-43.3 pglkg  >99%  >99% South Africa
Endosulfan 0.2-31.4 uglkg  >99%  >99%
Prothiofos 0.8-6 pg/kg >99%  >99%
Runoff Azinphos-methyl 0.2-3.9 pg/L >99%% No Retention ponds, No data No data =~40% toxicity reduction, Scott et al.
Endosulfan 0.03-0.25 ug/L  >60%%  data SC, USA Palaemonetes pugio in (1999)
Fenvalerate 0.05-0.9 ug/L  >80%t% situ bioassay
Runoff Chlorpyrifos 0.08-1.3 pg/L >97%  >97% Flow-through 134 x 36  Typha capensis, >90% toxicity reduction Moore et al.
2.6-89.4 uglkg >99%  >99% wetland, Lourens m Juncus kraussii Chironomus in situ (2002)
River, South Africa bioassay
Spraydrift Azinphos-methyl  0.27-0.51 pg/L  90.1% 60.5% Flow-through wetland, 134 x 36  Typha capensis, Reduced effects on Schulz et al.
Lourens R., S. Africa m Juncus kraussii zooplankton (2002b)
Spraydrift Azinphos-methyl  0.36-0.87 pg/L  90.8% 54.1% Flow-through 134 x 36 Typha capensis, >90% toxicity reduction  Schulz et al.
wetland, Lourens m Juncus kraussii Chironomus in situ (2002b)

River, South Africa

bioassay

T Refers to the applied amount.

¥ Estimated retention since the concentrations refer to a catchment without ponds which was used for comparison.
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1.4.4 Additional practices for runoff and erosion control

Theoretically, every technique aimed at increasiatger infiltration or reducing soil losses
has a beneficial effect in reducing pesticide catregions in runoff water. Practically, a

rapid review of the literature shows conflictinghctusions.

1.4.4.1 Conservation tillage

Most of the references originate from the US aral déth conservation tillage versus
conventional practices (mouldboard plow or chisgfnclusions may be difficult to
extrapolate to European conditions for at leastr@asons. First, the climatic conditions are
quite different from European ones (at least inthiem Europe). As an example, a 50 mm
24h-rainfall has a return period of 2 years in lawa 50 years in Paris (Gril 1991).
However, if tillage practices influence runoff, teffects will mainly be under conditions of
‘ordinary’ rain. Moreover, most of the US studieeuainfall simulation, which presents a
worst case situation for the US and even more s&tdioope. Secondly, the use of
conservation tillage is much more developed inUBethan in Europe. However, no-till or
other similar techniques are expanding nowaday&ehe modification of the surface layer
caused by non-conventional tillage is progressive,perhaps too early to draw definitive

conclusions.

Additional considerations are:

1. Since most of the transfer occurs during tret finnoff events after application, it is not
the total annual effect of practices which is imipot, but what happens during the
periods when application coincides with runoff likeod: basically, after seedbed
preparation in autumn or in spring. Thus, the paerffect of alternative tillage

practices in Europe should mostly be studied is¢heeriods.

2. Cover crops may influence runoff generatiorhalgh their effective action does not
occur in the most strategic periods. However, grepnial crops (vines, orchards) are in
a different situation; grass-sodding between roassdvery significant effect in limiting
runoff and erosion (Gril et al. 1989). Moreoverdatiuced total loading of herbicides in
runoff at the site. In fact, such a technique cardnsidered as a particular example of

grassed buffer zones.
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1.4.4.2 Modification of the application period

Changing the timing of treatment so that applicgaperiods do not coincide with periods
when runoff is likely may reduce pesticide trangporunoff. Unfortunately, available
experimental data are scarce. Simulated rainfglegments in the US (Pantone et al. 1992)
have shown a significant difference between trarisgfqore- and post emergence application

of atrazine on maize.

On the experimental site of the technical instifotecereal and forage (ITCF) in La Jailliere
(west of France) the monitoring of runoff and deaje transfer over about ten years shows
differences regarding isoproturon and diflufenit@msfer ratios between autumn and winter
application (respectively before and during therdrge period). However, the interpretation
of these results is still underway and conclusiuage to be confirmed. Practically,

herbicides are mostly likely to be the target faagtices involving application timing.

Soil incorporation and formulation type

Pesticide incorporation in soil may contribute take the compound less available for
runoff, provided this practice is compatible wittoguct efficacy. Wauchope (1978)
indicated that transfer by runoff is greater favettable powder. Formulations can have a
significant influence on run-off potential (Burgaad Wauchope, 1995; Wauchope and
Leonard, 1980; Leonard, 1990; Wauchope, 1978; elaethd Graham-Bryce, 1980). Among
the most significant formulation types with respcimpact potential are those formulations
designed to limit the rate of release into soilg.(slow release’ formulations). Such
formulations may have the effect of extending thedpct’s efficacy but, in doing so, may
also extend its apparent persistence and avatiafili run-off. Certain surface applied
formulations may be designed to increase avaitgl{gind, therefore, efficacy) at the soil
surface but, in so doing, increase the potentiailability for run-off. On the other hand,

certain formulations are designed to reduce enwimntal impact.

1.4.5 Landscape management techniques

Theoretically, all non treated zones of a watershgabsition to receive runoff water before
it reaches the water body, may contribute in lingitpesticide transfer in runoff: buffer zones
(grassed and wooded zones, wetlands), hedges drahkments, ditches. This contribution
occurs by restricting water flow (by infiltratiorgettlement of sediment and sorption of

residues. Practically, this mitigation effect maydither significant or not, depending on the
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infiltration capacity, the rapidity of the wateatrsfer, the filtering capacity of the soil and the

vegetation and their capacity to retain residues.

1.4.5.1 Conservation landscape management

Terraces and contour planting are designed (andeféicient) to control erosion. They also
show a lesser level of efficacy in controlling réin@ril, 1991). Anyway, these techniques
are generally difficult to apply in Europe becattse shape of the fields is not adapted, for

historical reasons except in specific cultures sagkloping vineyards.

Water and sediment control basins (“wascobs”) aretplly designed in association with
terraces, to control gully formation, which hasltomore with erosion problems than with
pesticide transfer. Nevertheless, this sort ofnigple may be attractive in relation to buffer

zones to convert concentrated flow into sheet {G@RPEN 1997).

1.4.5.2 Crop patchwork and field size

A patchwork distribution of crops in the watershedtably winter and summer crops, will
limit runoff, erosion and pesticide transfer. Dowhtields act as buffers for the excess water
from uphill fields. The effect is optimal if the dahill field is in a high stage of vegetation,
and will be much less for bare soil conditions. tdwer, it is statically better than a large area

with crops in the same stage.

The effect of field size is unclear. Very largdd®(i.e. 10 - 20 ha) have the drawback of
large areas cultivated with a single crop, whekeag small fields show higher

margin/surface ratios, with enhanced border effects

1.4.6 Using measures to mitigate exposure via runoff in a regulatory context

A number of strategies are summarised in Table, bd®ed upon experience in managing
run-off in the United States (SETAC, 1994). Itngportant to recognize that the strategies
outlined here were proposed within an American l&guy context and may not be
applicable within a European regulation framewditere are significant difficulties with
enforceability with many of these techniques, beirtadoption as recommended practices
by farmers would undoubtedly reduce impacts sigaiftly. Mitigation methods may have an
impact on product efficacy and should be considerdg with great care. Nonetheless, the
information presented in Table 1.12 serves totilaie the relative potential impact of

different management options.
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Table 1.12. Mitigation Practices Summary Guide* for ~ Pesticide Run off Losses to Surface Water (SETAC,  1994)
Practice Potential Reduction of
Surface Run off
Transport**
Strongly Weakly to Comments
sorbed*** | moderately
sorbed
Field Loss Reduction:
Lower application rate 0-50% 0-50% Loss reduction should be > rate reduction; e.g., ¥ rate, loss should be reduced at 25%
Partial substitution 0-80% 0-80% Environmental concerns may also exist for pesticide(s) used as substitute(s); upper range would go to 100% with
total elimination of use
Partial treatment 0-75% 0-75% e.g., herbicide banding; loss or reduction in pest control and / or alternative treatments must be considered
Formulation 0-25% 0-50% Potential effects need to be documented in field, laboratory, and / or modelling studies
Soil erodibiliy/special 0-50% 0-25% Restriction should be targeted to more strongly absorbed pesticides used on highly erodible land
restriction
Soil incorporation 25-50% 35-70% Mechanical incorporation reduces the amount in surface mixing zone; more important for solution losses
Application timing 0-50% 0-50% Loss decreases with time between application and storm run off; probabilistic weather information could be used
No-till 50-90% 0-40% Erosion control by 90% feasible; run off reduction much less; herbicide wash off from residues may increase
concentrations in run off
Conservation-tillage 40-75% 0-50% Erosion control less than for no-till; run off reduction for first storm after application more reliable than for no-till
Surface drainage 0-20% 0-50% Subsurface drainage can be reduced antecedent moisture and therefore run off and erosion; infiltration can reduce
surface concentrations for less strongly absorbed pesticides
Avoid 0-20% 0-50% Very similar to the effects of infiltration differences caused by subsurface drainage
sealing./compacting
Irrigation 0-25% 0-50% Improved management practices reduce run off and erosion; greater infiltration could reduce concentration for less
strongly absorbed pesticides
Site cropping 0-75% 0-60% Possible combination or reduced use (untreated strips) plus buffer effect (sediment deposition on contour)
Crop rotation 0-90% 0-90% Pesticide needed could be much reduced in some rotations

*

The rough estimates of the likely range of effects for each practice are based on limited research and/or professional judgement.

** |t should be possible to predict a more narrow range for potential reduction using mathematical modelling for a specific set of soil and environmental conditions.

**x Partition coefficient typically >100
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Table 1.12 (cont'd). Mitigation Practices Summary G

uide* for Pesticide Run off Losses to Surface Water

(SETAC, 1994)

Practice Potential Reduction of
Surface Run off
Transport**
Strongly | Weakly to Comments
sorbed*** | moderately
sorbed
Field-to-Stream
Transport Reduction:
Terrace/detention 20-90% 5-20% Sediment transport reduction; infiltration in basins could reduce volumes and therefore losses
ponds
Constructed wetlands 20-90% 0-50% A practice for which little quantitative information exists
Buffer strips 10-40% 10-25% Relative area untreated to total area important to be, < 10%
Set-backs 0-50% 0-25% Protection from spills (point-source) during mixing/loading/handling
Vegetative filter strip 20-60% 10-40% To be effective, run off must pass through at nearly uniform depth; removal more efficient for lower contributing area-
filter strip area ration
Grassed waterways 10-40% 2-10% Similar to filter strip, but likely with higher contributing area-filter strip ratio; concentrated flow reduces effectiveness

*

*%

**x Partition coefficient typically >100

The rough estimates of the likely range of effects for each practice are based on limited research and/or professional judgement.
It should be possible to predict a more narrow range for potential reduction using mathematical modelling for a specific set of soil and environmental conditions.
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The mitigation efficiency of vegetative filter gisg has been demonstrated in field studies.
Such evidence has been used to assign benchmahlis xiposure assessments conducted
under national registration rules in Germany emipigyhe EXPOSIT model (Winkler,
2001). Field studies that clearly indicate an ieflae of vegetative filter strips on the
reduction of run-off were cited in the developmenhthis registration tool. For example,
comprehensive monitoring of terbuthylazine at feites with high probability of heavy
rainfall and with surface water bodies adjacertdm fields - have shown that vegetative
filter strips of 10 m width effectively protect $ace water bodies from entry of
terbuthylazine (no findings > 0.1 pg/L). Winklesalcites a study conducted by Kloppel et
al. (1997) in which the retention of terbuthylaziremproturon and dichlorprop-P by grassed
buffer strips of 10 and 20 m width was investigateden a 10 m wide grass strip gave a
compound retention of approx. 90% (terbuthylazie 81%, isoproturon 72 12%,
dichlorprop-P 74t 15%). For a buffer-strip of 20 m a maximum retentof 99% was
observed (terbuthylazine 954%, isoproturon 94 5%, dichlorprop-P 92 7%). In addition,
there is a study by Real (1998), which shows thatntroduction of grassed buffer strips is
an effective method (run-off reduction by up to %920 prevent the entry of PPP in surface
water bodies. Run-off of atrazine from a 1 ha stbfpeld was reduced by approx. 60% by a
buffer strip of 6 m (approx. 70% for 12 m). A buffgrip of 18 m reduced run-off by approx.
97%. On this basis Winkler (2001) concluded thatftamework for mitigation of run-off

presented in Table 1.13 was justified:

Table 1.13. Summary of vegetative filter strip effi ~ ciency proposed by Winkler (2001).

Distance (m) Vegetative filter strip
(Randstreifenbreite) efficiency
0
50
10 90
20 97.5

In order to very crudely estimate reductions foy arargin width, the following empirical

relationship is considered valid over a limited giawidth:

Proportion Remaining (%) = {§°83™Margin width + 2.00)
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EXPOSIT assumes that while a reduction in run-oftimne reduces the mass of chemical

entering the ditch, it also decreases the totalmel of water (run-off water + resident ditch

water) in which it is diluted in the destinationteabody. For this reason, a 50% reduction in

run-off volume may not equate to a 50% reductioREC values. As a consequence, if this

benchmark approach is employed as a basis for higdrenodelling at Step 4, it is necessary

to consider both a reduction in the mass of chdmied associated volume of water

delivered into these destination water body. Amexa of an EXPOSIT calculation is

provided in Table 1.14 to illustrate the impactiod volumetric adjustment:

Table 1.14. EXPOSIT Calculation to lllustrate Effic

acy of Vegetative Filter Strips (VFS)

Vegetative filter strip width (m) Om 5m 10m 20m
Vegetative filter strip efficiency (%) 0% 50 % 90 % 97.5%
Volume of run-off water (m®) 100 m® 50 m® 10m? 25m?
Concentration in run-off water pg/| 3.64 pgl/l 3.64 pgl/l 3.64 pg/l 3.64 pg/l
Volume of ditch (m®) 30m? 30m? 30m? 30m?
Combined volume (m®) 130 m® 80 m* 40 m® 325m°
Adjusted volume to address flowing 260 m® 160 8om? 65 m°
water conditions (m®) *
Final concentration (ug/l) 1.4 g/l 1.14 pg/l 0.46 pgl/l 0.14 pgl/l

* A pragmatic adjustment factor of 2 is employed within EXPOSIT to address flowing water conditions
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1.5 Risk mitigation for drainflow

1.5.1 Influence of soil type and pesticide properties

A literature review was undertaken to assess tthgeimce of soil type and pesticide
properties on leaching of pesticides to drains. fEveew encompassed studies on transport
of pesticides to subsurface drains undertaken mEeu(it should be noted that the list may
not be exhaustive and that many of the studies frene the UK). Experiments undertaken
in the US were excluded. The minimum requirememntsriclusion of a particular study were
collection of samples of raw drainflow for analyaisd the reporting of the maximum
concentration and/or seasonal loss of pesticidiew Studies which assessed leaching
through soil coring or where sampling focused aeidng surface waters were excluded. A
unique record was assigned to each combinatioielof $ite, pesticide and calendar year. In
total, 23 references were accessed (Table 1.1B)ggh09 unique records for maximum
concentration and 85 records for seasonal lossr rianalysis, the maximum observed
concentration was standardised to the equivaldnewwssuming an application of 1000 g a.s.
ha' (e.g. a concentration ofiiy I'* for a pesticide applied at 100 g a.s* s standardised
to 10ug I).

The relationships between sand content of the vardoils studied and either seasonal loss of
pesticide to drains (Figure 1.15) or maximum pésticoncentration in drainflow (Figure
1.16) are plotted logarithmically to separate iiflial measurements. Both charts show large
variability in measurements for different pesticdae different seasons at the same site
(points aligned vertically). Monitoring has largébcused on sites with small sand content
(i.e. large content of clay and/or silt). Nevertssd, there is a weak inverse relationship
between sand content and both maximum concentratidrseasonal loss of pesticide (Figure
1.15). Sites where sand content is small have lewgéents of silt and clay and it is assumed
that these sites are most likely to have well-dgwed soil structure and significant potential
for transport of pesticides via preferential fid®easonal losses of pesticides to drains range
up to ca. 10% for sites with <10% sand, up to éavihere the sand fraction is 10-20%, up

to 2.5% for sand content 20-40% and less than @2%and content >40% (Figure 1.15).
There is a similar pattern for maximum concentratioraw drainflow (Figure 1.16) with
absolute maxima of up to 10Q@ I"* for sand content 0-20% and values decreasing by

roughly an order of magnitude for each additior@®e2sand.
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Figure 1.15. Relationship between sand content and the seasonal loss

of pesticide to drains (expressed as a percentage o f that applied)
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Figure 1.16. Relationship between sand content and the maximum concentration

of pesticide measured in drainflow (standardised t o an application rate of 1000 g a.s./ha
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Next, the influence of pesticide sorption potentiallosses to drains was evaluated. For each
study, a literature value for Koc derived from fhgritox database (www.inra.fr/agritox) was
combined with soil organic carbon content to calteil site sorption coefficient (Kd).

Figure 1.17 and Figure 1.18 show how the seasoraldnd maximum concentration of
pesticides in drainflow varies with Kd for the r@ngf European drainage studies. These

charts ignore the influence on leaching of soiktgmd time between application and
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Table 1.15. Summary of European studies on pestici  de transport in drainflow (list may not be exhausti ve)
Reference Site Field size Texture %0C | Years of study Pesticides studied
Accinelli et al. (2002) Po Valley, Italy 0.31 silty loam 0.85 1996-1997 Atrazine, metolachlor, prosulfuron, triasulfuron
Accinelli et al. (2002) Po Valley, Italy 0.19 silty clay 0.74 1996-1997 Atrazine, metolachlor, prosulfuron, triasulfuron
Brown et al. (1995) Cockle Park, Northumberland, UK 0.25 clay loam 2.70 1989-1991 Isoproturon, fonofos, mecoprop, trifluralin
Gatzweiler et al. (1999) | Sudkirchen, Northrhine-Westfalia, Germany 1 sandy loam 1.30 1997-1998 Isoproturon
Gatzweiler et al. (1999) Wollstadt, Hesse, Germany 1 silty loamy sand | 1.00 1997-1998 Isoproturon
Hardy (1997) Stocklands NW, Boarded Barns, Ongar, UK 1.45 clay loam 1.50 1994-1995 Isoproturon, diflufenican
Hardy (1997) Stocklands NE, Boarded Barns, Ongar, UK 1.6 clay loam 1.20 1994-1995 Isoproturon, diflufenican
Hardy (1997) Fosters, Boarded Barns, Ongar, UK 1.3 clay 1.70 1994-1995 Isoproturon, diflufenican
Harris and Hollis (1998) Knapwell Field, Boxworth, Cambs, UK 1.89 clay 2.20 1994-1997 Flutriafol, isoproturon, propiconazole, trifluralin
Harris and Hollis (1998) Rosemaund, Herefordshire, UK 5.94 silty clay loam | 1.70 1994-1997 Flutriafol, isoproturon, propiconazole, trifluralin
Harris and Pepper (1999) Brimstone Farm, Oxon, UK 0.19 clay 3.60 1993-1999 Chlorotoluron, isoproturon, triasulfuron
Heppell et al. (1999) Wytham, Oxon, UK clay 2.57 1993-1995 Isoproturon
Johnson et al. (1994; 1995) Wytham, Oxon, UK 0.18, 0.06 clay 2.57 1992-1993 Isoproturon
Kronvang et al. (2004) Jutland, Denmark 0.28 clay n.a. 2001 Bentazone, dimethoate, fenpropimorph, MCPA,
pirimicarb, propiconazole
Novak et al. (2001) La Bouzule, Lorraine, France 2.83 silt loam 1.36 1996-1998 Metolachlor
Novak et al. (2001) La Bouzule, Lorraine, France 1.85 clay 1.90 Metolachlor
Peterson et al. (2002) Near Copenhagen, Denmark 0.16 sandy loam 3.10 1999-2001 loxynil, pendimethalin
Smelt et al. (2003) Central Netherlands n.a. silty clay loam | 2.10 1998 Imidacloprid
Traub-Eberhard et al. (1995)| Soester Bérde I, Nordrhein Westphalen, n.a. silt loam 1.00 1992-1993 Chloridazon, isoproturon, metamitron,
Germany pendimethalin
Traub-Eberhard et al. (1995)| Soester Bérde Il, Nordrhein WP, Germany n.a. silt loam 1.20 1992-1993 Isoproturon, pendimethalin
Traub-Eberhard et al. (1995) Brandenburg, nr Berlin, Germany n.a. sand 2.50 1992-1993 Isoproturon, metolachlor, pendimethalin,
terbuthylazine
Villholth et al. (2000) Gelbeaek, Central Jutland, Denmark 0.0025 sandy loam 1.55 1997 Prochloraz
Williams et al. (1996) Rosemaund, Herefordshire, UK 5.94 silty clay loam | 1.70 1989-1993 Aldicarb, atrazine, carbofuran, chlorpyrifos,
dimethoate, fenpropimorph, isoproturon,
lindane, linuron, MCPA, trifluralin
Zehe and Fluhler (2001) Spechtacker, Weiherbach, SW Germany 0.09 silt loam 0.80 1997 Isoproturon
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drainflow. As a consequence, the relationship betn€d and maximum concentration is

rather weak. The negative relationship between tiseasonal loss to drains is stronger.

Exceptional losses of up to 10% of applied pesticice observed for Kd <1 mi-gup to 5%

for 1<Kd<10 ml ¢ and generally <0.2% for Kd >10 mif-g

Figure 1.17. Relationship between pesticide Kd and the seasonal loss

of pesticide to drains (expressed as a percentage o f that applied)
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Figure 1.18. Relationship between pesticide Kd and the maximum concentration of pesticide

measured in drainflow (standardised to an applicati on rate of 1000 g a.s./ha
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Figure 1.19 and Figure 1.20 present regressioryseslwhich predict seasonal loss of

pesticide to drains (Figure 1.19) or maximum cotregion in drainflow (Figure 1.20) on the
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basis of sand content of the soil and sorptionfament for the pesticide (fraction of organic
carbon in the topsoil multiplied by Koc). The dsgts are not normally distributed, so
natural logarithms were taken prior to the analyB@th regressions are highly significant (P
<0.001) although they account for only part of vheability in the data. The regression for
seasonal loss of pesticide to drains predicts 3B#teovariability even though no account is
taken of factors such as season of applicatioargeption by the crop, soil hydraulic
parameters, type of drainage system, time lag lehapplication and drainflow, wetness of
the season or duration and intensity of rainfalirés. The regression for maximum
concentration is poorer (17% of the variabilitygicted), indicating that the factors excluded
from the regression play a more important roleantmlling peak concentrations in

drainflow.

Figure 1.19. Multiple linear regression using soil sand content and pesticide Kd to predict
the seasonal loss of pesticide to drains (expressed as a percentage of that applied);

the line gives the 1:1 relationship.
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Figure 1.20. Multiple linear regressions using soil sand content and pesticide Kd to predict the
maximum concentration of pesticide measured in drai nflow (values normalised to 1000 g a.s. ha '1);

the line gives the 1:1 relationship.
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1.5.1.1 Relationship to results from drainage studies in the US

Kladivko et al. (2001) provide a comprehensive eéavdf more than 30 studies in the US on
pesticide transport to subsurface tile drains. yaithe common features identified for the
US experiments are also found in European studiesnsport to drains appears to be
dominated by preferential flow. Peaks in concemnacan be high but are usually short-
lived. Highest concentrations are almost alwaymébduring the first drainage event(s) after
application, with only a few studies demonstratimgjtiple concentration peaks over
successive events. Where studies run over sexeaed, there is large inter-season
variability in peak concentration and total loseépesticides, reflecting variability in

patterns of weather.

The total losses of pesticide to drains in Europadies span a larger range than those in
the US. Kladivko et al. conclude that losses inddferiments are almost always less than
0.5% of the mass applied and frequently <0.1%.y@né&xceptional studies are losses
observed in the range 0.5-3%. In contrast, tosdsinosses in European studies are often in

the range 0.1-1.0% of applied and results from éixperiments show losses of between 1
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and 10%. Part of the reason for the differencateslto the predominance of studies on clay

soils in Europe whereas US sites are more eveastyilalited between soil textures.
Transport of pesticides via preferential flow vgénerally be most extensive in highly
structured clay soils. Most pesticide applicatidnsng the US experiments were made in
spring giving only a short period of drainflow begdhe onset of summer deficits. In
contrast, treatment of European sites was most ofigde in autumn to winter crops and
pesticide residues were exposed to a longer pexiedwhich transport via drainflow might
occur. Eight of the applications in European stadesulting in losses greater than 1% of
applied were made in autumn and four in springevé&h of the 12 applications were
herbicides (atrazine, flutriafol, isoproturon, matdhlor, prosulfuron, triasulfuron) with the

exception being propiconazole applied to the ctalyat Boxworth, UK.

1.5.2 Current regulatory status

Prior to the introduction of the FOCUS surface watenarios, exposure of non-target
aqguatic organisms via drainflow has not been amewtomponent of ecological risk

assessment to support Annex | inclusion. Drainfleag considered as a route of exposure

within the national assessment procedures of sametces including Germany, Sweden and

the UK.

There are only two risk mitigation options for drow which can be included within

ecological risk assessment at the present timsorime countries, these options have already

been applied (Germany, UK), whilst in others (Bignmark) there is in principle recognition
that they could be used (primarily by extrapolaticom approaches to mitigate risk of

leaching to groundwater).

1.5.2.1 Lower application rate

A lower application rate will result in a propontiately lower exposure via drainflow (e.g.
Jones et al., 1995). The applicant would haveste gt the lower application rate for the
proposed use throughout the Member State as themoanechanisms in place to allow
differential rates according to whether or noteddfiis drained. The notifier would need to

demonstrate that the lower rate still had suffitifficacy.
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1.5.2.2 Restriction in the application window

Losses of pesticides to drains are closely comttldily the time between application and the
initiation of drainflow (Jones et al., 2000). THimiting applications to times when the
drains are unlikely to be flowing (early autumnspring) is an effective mitigation option
even for moderately persistent compounds. Agaimpuld be necessary to demonstrate that

efficacy would not be adversely affected.

In principle, mitigation options (1) and (2) coldd combined. Thus a product could be
approved with a lower application rate for a manterable application timing and full rate

for a less vulnerable timing.

In Germany, there is a special restriction for istyron and terbuthylazine where studies on
transport via drainage systems have shown diffe@®itlosses for applications in autumn
and spring. A label phrase relating only to drditend is applied if Annex VI TER triggers

are not met: "Not to be used on drained surfacesdam 1 June and 1 March."

Season-specific restrictions on the applicationdaim are the only type that have been
implemented in the UK to date. A number of sulfioinga herbicides have recently been

approved for application in spring whereas auturaatment is prohibited.

1.5.3 Potential alternatives to currently used risk mitigation measures

The sub-headings below describe further optionisitiza be possible to mitigate risk of
transport via drainflow. All of these currentlg lbutside of the regulatory system. At this
stage, there is no consideration of the practitgtal implications (e.g. for efficacy) of the

various options.
1.5.3.1 Restriction of use to non-drained land

The simplest mitigation option would be to prohilese of a compound on any field which
has been artificially drained. For information stieiption was discussed in the UK but was
rejected on the basis that there was insufficiefarmation available to farmers to allow a
definitive decision on presence of drains (manyrége systems installed in the first half of
the 20" century are still in place and functional, but siape often missing). In principle the
situation is the same in Germany. Even if it isknavhere a drainage system is present, it is

difficult to predict how effectively it is workingt the present time. A further constraint is
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that it is the inherent soil conditions (seasonatfew logging within soil layers) that provide
the potential for rapid transport of pesticidesuoface waters. Whilst field drainage is
frequently a prerequisite for arable cultivatiorsirch soils, precluding application to drained
land would not completely eliminate rapid transgorsurface waters by subsurface lateral

flow.

1.5.3.2 Restriction of use to low vulnerability land

Research suggests that pesticide losses via draimflll be greatest on heavy clay soils with
extensive macropores and significant potentiatfamsport via preferential flow (Section
1.5.1). Certain soil properties may also consitugreater vulnerability to losses via
drainflow (e.g. alkaline soils for acidic compouhd&isk could be mitigated by prohibiting

application on the most vulnerable soils.

1.5.3.3 Formulation

There is no specific information on effect of foliation on losses of pesticides via field
drains. It can be anticipated that slow-releasmttations which have been shown to reduce
leaching of pesticides to groundwater (Flury, 199@) also mitigate against transport via
drainflow. Brown et al. (1995) reported a potelrfiba transport of microencapsulated

formulations through macropores in soil.

1.5.3.4 Soil management

A considerable amount of work in the UK has looktdarious options to manage soil so as
to reduce pesticide transport via drainflow. Brostral. (2001) showed that generation of a
fine topsaoil tilth prior to application reduced $&s by ca. 30% in drained lysimeters. The
effects was explained on the basis of laboratopegrents which showed that the time for
isoproturon to reach adsorption equilibrium in @yctoil increased with aggregate size
(Walker et al., 1999). Novak et al. (2001) showaezimilar response for transport of atrazine
and trifluralin through soil columns repacked wattgregates of different sizes (1-5, 5-13,
13-20 and >20 mm diameter). Leaching was redutdide finest aggregates of a clay soil by
up to a factor of four, whereas there was littleefof aggregate size in a loamy soil. Data
from a long-term field experiment with a heavy ctajl showed a possible relationship

between topsaoil tilth and leaching losses (agath w&. 30% reduction in leached load in soil
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with a finer tilth). However, heterogeneity betwesxperimental plots was too great to

demonstrate a significant effect (Jones et al.518rris and Catt, 1999).

Different cultivation practices are better develdpethe US than in Europe and no-till
practices are used widely. A significant numbestoflies have compared pesticide losses to
drains under no-till and conventional (moldboariughing and a smaller number have also
compared the practice of ridge tillage. The soigstigated in these experiments include
clays, clay loams, silty clay loams and loams. uResndicate that no-tillage practices either
have no effect on pesticide losses to drains (Gagnhal., 1992; Buhler et al., 1993; Logan et
al., 1994; Baker et al., 1995 cited in Kladivkaaét 2001; Kanwar et al., 1999) or give
increased losses relative to conventional plougfi@nwar et al., 1993; 1997 cited in
Kladivko et al., 2001; Gaynor et al., 1995; Rothstt al., 1996). Similarly, effects of ridge
tillage on pesticide transport compared to coneewti tillage have either been negligible
(Baker et al., 1995 cited in Kladivko et al., 200t slightly deleterious (Kanwar et al., 1993;
1997; cited in Kladivko et al., 2001).

A soil sealant (Vinamul 3270 water based emulsioa vinyl acetate copolymer) was
applied to soil at Brimstone Farm (370 L/ha) follow pesticide application. The aim was to
decrease macropore flow by plugging soil cracksdeateasing infiltration of water into the
soil. There were indications of a reduction intjpéde losses from sealed soil although

results were not conclusive (Harris and Catt, 2000)

1.5.3.5 Soil incorporation

A trial at Brimstone Farm suggested that incorporadf pesticide into topsoil following

application had no effect on subsequent lossegainftbw (Jones et al., 1995).

1.5.3.6 Application timing in relation to soil conditions

Field data demonstrate large losses of pesticitenapplication is made to very wet soil
(because drainflow is likely soon after applicajionto dry clay soils with extensive

cracking (because transport via cracks under istemisfall conditions can be very rapid).
For example, Brown et al. (1995) showed largerheaglosses of isoproturon and mecoprop
from dry soil after a spring application to a clagm than from an autumn application to wet
soil, presumably because of enhanced potentiahfmropore flow under drier conditions.
These field observations are supported by laboraperiments (Shipitalo et al., 1990;
Edwards et al., 1993) and field studies with ligigeils (Isensee and Sadeghi, 1993; Flury et
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al., 1995) which showed that leaching losses wereeally greater when irrigation or
leaching rainfall was applied direct to dry sother than to soil which had been gently pre-
wetted. However, antecedent soil moisture conufper sewere found to have no
significant influence on losses of isoproturon drainflow following autumn application to
soil with differing moisture status (Brown et &0Q01). In the UK, an advisory label phrase
has been applied to isoproturon: “Do not applyrig dracked or waterlogged soils as rain in
these situations will move isoproturon too quidstow or across the surface, beyond the

optimum site for weed control, and possibly intaids.”

Evidence of ageing has been demonstrated in ladgrakperiments where more and more
aggressive techniques are required to extract congsoas residence time of the compound
in the soil increases (Hatzinger and Alexanderbi®rauel and Fuhr, 2000; Olesen et al.,
2001). Pignatello et al. (1993) showed that mapdit freshly injected atrazine and
metolachlor in repacked soil columns was greatan that of the same naturally aged
compounds. There is evidence from field studiessbggests that ageing can significantly
influence transport of pesticides in drainflow. Résfrom experiments at Brimstone Farm
(Oxfordshire, UK) showed that for a cracking clayl $Denchworth series), losses of
isoproturon (a moderately mobile, moderately p&gatsherbicide) in drainflow decreased
rapidly as time from application to the time whenridflow was initiated increased (Jones et
al., 2000). This temporal decrease in isoprotuoaa$ was faster than could be explained by
loss mechanisms such as degradation and/or veédidn. The effects of increased time
between application and drainflow were less mafkednore mobile and less persistent

compounds such as triasulfuron.

1.5.3.7 Modifications to drainage design

Several studies have shown that concentrationssifqides leaving treated fields in surface
runoff are significantly larger than those in dflow (e.g. Harris et al., 1994; Brown et al.,
1995; Gaynor et al., 1995). Study on a clay loaihisdNorthumberland showed that losses
of four pesticides (mecoprop, isoproturon, fonotafiuralin) in surface runoff/interlayer
flow from an undrained plot were always larger tttaose from an adjacent plot with mole

drains (generally by a factor of 1.5 — 3) (Browrakt 1995).

Although drainage reduces diffuse pollution byrieshg surface runoff, it is generally
acknowledged that much of the drained arable larilirope is “over-drained” (i.e. drainage
systems exceed the minimum required to providect¥ie control of the soil water regime).

Pesticide losses to drains generally increaseafiitiency of the drainage system and
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efficiency depends upon drain type, spacing and 8mce installation, as well as the
properties of the soil itself. Thus Harris et 4994) concluded that drainage systems that
minimise both surface runoff and rapid bypass ftowhe drainage system would be the best

compromise for water quality.

Work at Brimstone Farm looked at drainage restric{ootatable U-bends at the drain outlet)
to raise the water table and delay the onset anflioav. The strategy was effective in
reducing losses of isoproturon (ca. 25% reductiba) had little effect on transport of the
more mobile triasulfuron (Jones et al., 1995; Haand Catt, 1999). Gaynor et al. (2002)
compared effects of three water management sysianusses of atrazine, metribuzin and
metolachlor in surface runoff and drainflow fronslay loam soil in Ontario. The treatments
of free drainage (i.e. unrestricted), controlledidage (similar to the restrictors imposed at
Brimstone Farm) and controlled drainage with sutager irrigation (not relevant to Europe)

had no consistent effect on total herbicide logsessirface runoff and drainflow.

A study comparing effects of drain spacing (5, &8 20 m spacing) on diffuse pollution
from a clay loam soil in Indiana showed that tédakes of pesticides, nutrients, sediment
and water were greatest for drains spaced 5 m apdrieast for the 20-m spacing (Kladivko
et al., 1991).

Removal of pesticides once they have entered doamfould be a further mitigation option.
Mole drains at Brimstone Farm were plugged withghly sorptive, carbonaceous waste
product (Harris and Catt, 1999). Results of latmgaand field studies showed that the plugs
were highly effective in removing pesticides fromaiding water prior to entry into surface
water. However, the sorption capacity of the matevas finite and the binding was
reversible, so a very large plug and/or replacementd be required to prevent elution of a

significant pulse of pesticide once sorption cajyasas exceeded.

1.5.3.8 Miscellaneous

Mackay et al. (2002) recently compiled a list ofgdial options to mitigate transport via
drainflow in the UK. As well as some of the optaset out above, these included partial
substitution with a different compound, partiaktmeent (e.g. herbicide banding),
modifications to site cropping (e.g. to incorporatgreated strips) and modifications to crop
rotations (to reduce amounts of pesticide requiréd)idence from studies in the US
suggests that banding of herbicide treatment magffeetive in reducing concentrations

where practicable. Typical reductions in field kgation rates may be 50 to 66% and studies
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suggest that a similar or greater reduction in eatrations in drainflow can be achieved
(Baker et al, 1995; Kanwar et al., 1999 cited iadiVko et al., 2001).

1.6 Mitigating influences applying to all exposure routes

Running waters are differentiated from stagigstems in the UK. Pesticide loads are quickly
diluted in running waters. At the EPIF-workshop

(http://homepage.mac.com/matthiasliess/EPiF/EPiFsimR.htn), it was mentioned that in

monitoring studies it is usually difficult to meaiea peak concentrations in lotic systems
because dilution is fast. Only event-driven santpfitrategies help to overcome this problem.
Toxicity data are usually derived from tests lag#8 hours at minimum in lentic systems.
Work is required to develop harmonized approacbesfterentiate between lentic and lotic

systems when setting risk mitigation measures.

Chapter 3 of Volume 2 of this report summarisesi@vce that the external recovery
potential of the area where the water body is katé very important when considering the
occurrence of effects. This conclusion was alsotred at the EPIF workshop. The more
uncontaminated zones that are present in a watlr droa catchment, the higher is the
potential for recolonization by many organisms.eftipts should be made to consider this
aspect when setting risk mitigation measures. imétion from a suitable GIS can be used in

order to make risk maps available to farmers.

Data from a monitoring study conducted in the noftermany in an area with intensive
agriculture and lots of small drainage ditches stmbthat there were no differences in the
community of aquatic organisms between ditchestémtdirectly adjacent to fields with
intensive pesticide use and those in areas witldoveswhere no products were used. The
ditches were characterised by high stress for @sgandue to considerable changes of the
water level (often even falling dry), the temperatuand insolation (Sénnichsen, 2002). It
may therefore be appropriate to differentiate betwemall man-made ditches where high
“non-pesticidal” stress prevails and more naturaex bodies when setting risk mitigation

measures. Furthermore, the term ditch should baatkfn an appropriate way. The ‘Dutch

! Lentic systems are static waters such as porkiss nd reservoirs; these are distinguished

from lotic (flowing) waters such as streams anénsv
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ditch’, which is used for example in the FOCUS aoé water scenarios, is obviously not

such a type of ditch.

The data to decide upon the risk reducing potenfildcal risk mitigating conditions (e.g.
running water body) are not as extensive as fomgia those which form the basis for
mitigation of spray-drift. However, in any casésipossible to decide on the base of
conservative estimates. This type of restrictiom@e related to the realistic risk prevailing
in a special use situation. On the other handethgse of restrictions are more difficult to
understand and more difficult to enforce. Traingmggrammes and simple decision-making
schemes for farmers are needed to keep them infbriff@rmer organizations, industry and
authorities responsible for controlling farmers o such approaches, it is clearly

recommended to use such differentiated risk mibgameasures.
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2 RECOMMENDATIONS FOR STEP 4 AND REVIEWS OF STATE-O F-

THE-ART IN EXPOSURE MODELLING

2.1 Modelling of aquatic exposure

2.1.1 Introduction and scale considerations

FOCUS Step 1 calculations incorporate a numbemgblgfying assumptions that are

progressively refined in Steps 2 and 3 throughueof additional input data and model

complexity as well as increased time and effog@édform the required calculations. The

major assumptions and limitations incorporatedaohestep of the FOCUS surface water

calculations are summarised in Table 2.1-1.

Table 2.1-1 Comparison of key assumptions in FOCUS

Steps 1, 2 and 3

Factor

Step 1

Step 2

Step 3

Chemical application
Application rates

Application timing

Application intervals

Application locations

Annual appln rate used

No timing specified

No interval simulated

No location specified

Individual appln events
simulated
3 seasons simulated

Intervals included in
simulations
Northern and southern
EU zones simulated

Individual applin events
simulated (max = 8)
Actual appln dates

simulated
Intervals included in
simulations
Up to 10 application
sites simulated

Chemical data
Solubility
Koc
DT50 water/sediment
DT50 water
DT50 sediment
DT50 soil
Wash off
Foliar dissipation
Metabolites

Included
Included
Included
Not included
Not included
Not included
Not included
Not included
Included (model as
equivalent parent)

Included
Included
Included
Included
Included
Included
Not included
Not included
Included (model as
equivalent parent)

Included as f (T)
Included, Freundlich
Included as f (T)
Included as f (T)
Included as f (T)
Included as f (T, ©)
Included as f (solubility)
Included

Included (simulated in
MACRO and PRZM,
model as equivalent
parent in TOXSWA)
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Factor

Step 1

Step 2

Step 3

Crop
Crop type Included, 29 types Included, 29 types Included, 29 types
Canopy interception Not included Included, 4 values Included, linked with crop
provided growth model
Plant uptake of chem Not included Not included Included
Agronomics
Cropping dates Not included Not included Included for each crop
Topographic factors Not included Not included Included for each
scenario
Climate data
Precipitation Not included Not included Daily values used
Temperature Not included Not included Daily values used
Evapotranspiration Not included Not included Daily values used
Irrigation Not included Not included Irrigation scheduling
used w/ 30mm events
Soil data
Profile characterisation Not included Not included 10 scenario profiles
Organic carbon Not included Not included 10 scenario profiles
Moisture content Not included Not included 10 scenario profiles
Bulk density Not included Not included 10 scenario profiles
Drift
Source of data BBA BBA BBA

Buffer zone

1-3m, varying by crop

1-3m, varying by crop

1-6m, varying by crop

Drift loading 0-33.2%, f(crop) 0-33.2%, f (crop, applns) 0-23.6%, f(crop, applns)
Wind direction directly from crop to water | directly from crop to water | directly from crop to water
Drainage
Loading 10% instantaneous 0-5% instantaneous 0-~3% time-distributed
loading, combined loading, combined loading, f (scenario)
with runoff with runoff, f (region)
Timing Same time as drift 4 d after last appin Varies, determined by

Delivery location
Buffer zone

Edge-of-field into water
Not included

Edge-of-field into water
Not included

weather data
Edge-of-field into water
Not included

Runoff / erosion

Loading

Timing

Delivery location
Buffer zone

10% instantaneous
loading, combined
with runoff
Same time as drift

Edge-of-field into water
Not included

0-5% instantaneous
loading, combined
with runoff, f (region)
2 d after last applin

Edge-of-field into water
Not included

0-~3%, time-distributed
loading, f(scenario)

Varies, determined by
weather data

Edge-of-field into water
Not included
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Factor Step 1 Step 2 Step 3
Aquatic fate
Water body types Ditch Ditch Ditch, pond, stream
Hydrology Static Static Dynamic

Depth of water body 30 cm 30 cm Varies with water body

and with time
Land:water ratio 10:1 10:1 100:1; 5:1; 100:1
Length of simulation 100 days 100 days 12-16 months

Scenario
Field size
Water body size

Field:wtr body ratio
Catchment size
% catchment treated
Extent of baseflow

Timing of catchment
loading
Effect of buffer zone

Location of fields in

upgradient
catchment

dimensions not fixed
dimensions not fixed

10:1
no catchment assumed
no catchment assumed
not applicable

not applicable

determines default drift
values with no effect on
runoff or drainage
not applicable

dimensions not fixed
dimensions not fixed

10:1
no catchment assumed
no catchment assumed
not applicable

not applicable
determines default drift
values with no effect on
runoff or drainage
not applicable

0.45-1.0 ha
D, S=1m x 100m,

P =30m x 30m
D,S=100:1,P=5:1
D,S, P =2,100, 0.45 ha
D,S, P =0, 20, 100%
minimal due to small
size of catchment
simultaneous with
edge-of-field loading
determines default drift
values with no effect on
runoff or drainage
immediately adjacent to
water

Notes: T =temperature, © = soil moisture, D = ditch, S = stream, P = pond

The Step 3 calculations recommended by FOCUS danfsésseries of single year

calculations for up to ten individual modelling saeios which represent potential aquatic

exposures resulting from spray drift, erosion, féiaad/or drainage in a wide range of

European settings. Each scenario consists ofgtestombination of chemical use pattern,

soil profile, cropping agronomics and climatic dedaich is then combined with appropriate

local surface water hydrology to provide PEC valiggdoth surface water and sediment.

The goal of performing Step 4 surface water monglis to add additional realism to the

many simplifying assumptions that have been inaludehe Step 3 assumptions. A list of

possible Step 4 refinements is provided in Takle2? grouped by the model that is primarily

affected by the proposed change. As additionalegfents are made to the Step 3 scenarios,

it is important to consider how simulated resutimpare with any high quality

measurements within relevant usage areas to etimtrthe predicted PEC values fall within

the range of observed concentrations and are mirffig conservative for regulatory
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evaluations. Comparisons with monitoring data sthdnal made with care as placing results

within a clear temporal, spatial and usage corgartbe difficult.

Table 2.1-2 Key parameters in FOCUS Step 3 which a

Climatic data: PRZM, MACRO, SWASH

re subject to refinement in Step 4

Factor

Value assigned

Issue with FOCUS

Factor(s) to

Source of Data to

by FOCUS Value change Support Change
Irrigation: timing 30mm irrigation Some current Change irrigation Published
and amounts events, irrigation events scheduling to literature on
added to met files scheduled on can generate more closely irrigation
for each crop demand basis runoff, resulting in | match demand or scheduling;

preventable runoff
events

vary irrigation to
minimise runoff

irrigation experts

Drift: EU Drift calculator, TOXSWA

Factor Value assigned by | Issue with FOCUS Factor(s) to Source of Data to

FOCUS Value change Support Factor

Change
Drift values BBA 2000 data are Other drift Substitution of BBA, IMAG,

recommended by datasets are alternative drift Spray Drift Task

FOCUS available in some data Force, others

countries

Distance Conservative (i.e. Actual buffer Changing the The FOCUS Drift

between crop
and field (buffer
distance)

short) buffer
distances have
been assumed for
use in FOCUS
Steps 1, 2 and 3

distances are
typically much
greater than the
values set by
FOCUS

width of the non-
treated buffer zone
between crop and
adjacent surface
water will reduce
drift loading

Calculator can be
used to obtain
drift loadings for
alternative buffer
distances.
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Drainage: MACRO

Factor Value assigned Issue with FOCUS Factor(s) to Source of Data to
by FOCUS Value change Support Factor
Change
Chemical Chemical Current FOCUS Chemical Experimental
inputs behaviour is guidance is to use inputs likely to | compound-specific
currently mean or median values have the data
characterised by for chemical inputs. A greatest
single values of refined assessment impact on
both various efate could use refined leaching
parameters as chemical inputs or include:
well as transport ranges _of _values w_|th soil half-life
parameters probabilistic modelling sorption coeff
(uptakhe gnd foliar washoff,
washoff) foliar half-life
Soil profile Soil profiles with Soil profiles in actual Change sall
specific properties

MACRO default
parameters

are recommended

by FOCUS

For orchards the
factor RPIN is set

use areas may vary
considerably from the
idealised profiles
selected by FOCUS for
certain crops

Orchards (e.g. olives,

profile(s) to
match major
profiles in
actual use
areas

Soil databases,
literature, field
measurements,

local experts

Selection of
simulation year

to “deep”, which
assumes that
60% of the total
root density is
found in the top
25% of total root
depth (typically
20-25 cm)

A 50" percentile

citrus, pomefruit) are
likely to have highest
root density at layers
deeper than 25 cm,
potentially affecting
leaching simulations

Change RPIN
to a lower
value for the
top 25% of
total root depth

for orchard

scenarios.

Literature,
common
agricultural
practices (e.g
harrowing of
topsoil, which
actively promotes
the formation of
deeper roots)

year was selected
on the basis of

simulations with
winter wheat

The 50" percentile
simulation year will vary
as a function of the
type of crop and annual
precipitation/irrigation
patterns

whether the

period reflects

percentile
water balance
for a given

Test runs of
alternative
years can
determine

selected
simulation

the 50"

crop

Test runs with
MACRO to select a
suitable 50
percentile year for
a given crop.
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Runoff and erosion: PRZM

Factor

Value assigned
by FOCUS

Issue with
FOCUS Value

Factor(s) to change

Source of Data to
Support Factor
Change

Chemical inputs

Chemical
behaviour is
currently
characterised by
single values of
both various
efate parameters
as well as
transport
parameters
(uptake and
washoff)

Current FOCUS
guidance is to use
mean or median
values for
chemical inputs.
A refined
assessment could
use refined
chemical inputs or
ranges of values
with probabilistic
modelling

Chemical inputs
likely to have the
greatest impact on
leaching include:

half-life in soil

sorption
coefficient

for foliar applns:
washoff coeff
foliar half-life

Experimental
compound-
specific data

Selection of
cropping dates

Generic cropping
dates have been

Actual cropping
dates may vary

Change cropping
dates to reflect local

Agronomic
experts, field

assigned by from the dates practice development
FOCUS assigned by personnel,
FOCUS literature.
Selection of A 50th percentile The 50th Test runs of Test runs with

simulation year

year was
selected on the
basis of runoff
and erosion from
two crops: winter
wheat (non-
irrigated) and
maize (irrigated)

percentile runoff
and erosion year
will vary as a
function of the
type of crop and
the annual
precipitation
pattern.

alternative years can
determine whether
the selected

simulation period
reflects the 50th
percentile water

balance for a given

crop

PRZM to select a
suitable 50th
percentile year
for a given crop.

Attenuation of
runoff and
erosion due to
buffer effects

Edge-of-field
runoff and
erosion are
assumed to be
delivered directly
to water bodies

Non-treated buffer
zones do not
currently affect
the runoff or
erosion results in
current FOCUS

Attenuation of runoff
and/or erosion may
occur as a function
of buffer width,
depending upon the
physical/chemical

Literature, field
experiments,
agronomic
experts.

Also, see Section
1.4 on mitigation

with no influence calculations characteristics of a of runoff
of the non-treated chemical. The P2T
buffer zone files produced by
PRZM can be
modified to reflect
these reductions.
Use of Current FOCUS Stochastic Chemical, Literature, local
probabilistic process uses evaluation will agronomic, soil and experts
modelling single input provide increased climatic inputs
values and understanding of
provides a the influence of
deterministic key input
estimate of parameters,
exposure including weather
Formulations PRZM does not Certain Change timing of Compound-
directly consider formulation- application (e.g. for specific data

the effects of
formulation

related properties
may affect the
potential for runoff
and erosion

controlled release),
type of application,
etc.
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Aquatic fate: TOXSWA

Factor

Value assigned
by FOCUS

Issue with FOCUS
Value

Factor(s) to change

Source of Data to
Support Factor
Change

Catchment size for
FOCUS stream

Catchment size
of 100 ha was
assumed by
FOCUS for the
stream scenario

A 100 ha catchment
is too small to support
a permanent stream;
as a result, the
current scenario
requires an outlet
weir to maintain a
water depth of 30 cm.
In addition, as a
simplification, the
treated fields in the
catchment are
assumed to
discharge into
surface water at the
same concentration
and timing as the 1
ha treated field

The catchment size
should be increased
to a size sufficient
to support a
permanent 1m
stream. This
change is also likely
to provide
increased base flow
and can incorporate
the attenuating
effect of upgradient
fields being located
at various distances
from adjacent
surface water.

Use maps and/or
GIS to determine
actual catchment
sizes associated
with first order
streams, ditches
and small ponds

Use hydrologic
calculations to
determine
catchment size
necessary to
sustain permanent
streams via
drainage, runoff and
subsurface flow.

Consult with
hydrologic experts,
FOCUS members

and compare

results with
available surface
water monitoring
studies.

Characteristics of
land area in
catchments

associated with
streams

(EFSA (2006)
suggest that such
changes may be
better
accommodated
within the more
realistic framework
of catchment-
scale modelling.)

Current FOCUS
assumption is
that 100% of the
catchment area
is cropped and
that 20% of this
area is treated at
the same time as
the 1 ha field

The fraction of the
upland catchment
that is treated is a
function of regional
crop density and the
percent of crop
treated. The FOCUS
assumption of 100%
cropped generates
excessive estimates
of runoff volume.

When larger
catchments are
considered, crop
density is likely to
decrease from
100% to peak
values of 50-60%,
affecting the relative
contributions of
runoff and base
flow. The percent
area treated with
chemical is a
function of both the
crop density and
the typical
marketshare of the
chemical.

Use GIS and/or
crop statistics to
determine typical
crop densities in
various size
catchments. Crop
density varies by
type of crop as well
as by region.

Percent crop
treated can be
determined from
local or regional
chemical usage
data. However,
reliable sales data
is frequently difficult
to obtain, especially
for relatively small
geographic areas.

Cross section of
ditch and stream

Cross section is
currently
assumed to be
rectangular

Actual ditches and
streams generally
have sloping sides
that result in
increased width as
the depth increases.
The rectangular
cross-section
primarily affects the
degree of realism
with which the water
depth varies with
discharge (the Q(h)
function) rather than
concentrations.

Assume a realistic
cross-section
including bottom
slope and
roughness to
improve the
simulation of Q(h).

Assume a side
slope sulfficient to
ensure stable
hydrologic
calculations. By its
nature, this
assumption is likely
to be empirical.
Changing the slope
assumption in
TOXSWA 2.0 would
require
modifications to the
existing code.
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General considerations: all models

Factor

Value assigned by
FOCUS

Issue with FOCUS
Value

Factor(s) to change

Source of Data to
Support Factor
Change

Spatial uniformity

Runoff, erosion,
drainage and
subsurface flow
are determined
from a single set
of soil, cropping
and management
parameters

Runoff, erosion and
drainage exhibit
significant spatial
variation as a function
of soil type, crop type
and land
management.
Current selections
have been performed
to create a
reasonable worst-
case for each
scenario.

To support
probabilistic spatial
modeling, a range
of properties could
be assigned to key
soail, cropping and

management
properties. For
larger catchments,
a distribution of
appropriate land
uses could be used
to improve realism.

Typical land use
and soil types can
be obtained from
various local,
national and/or EU
level databases.
Ranges of cropping
and management
properties are likely
to be based on
expert judgement.

Temporal
uniformity

Concentrations in
water bodies are
calculated from a
single selected
climatic year

Runoff, erosion and
drainage exhibit
significant year-to-
year variation in
response to changing
weather patterns.
Longer simulations
provide a range of
values that can be
expressed
probabilistically.

Each of the FOCUS
scenarios currently
has 20 years of
data and a single
year is selected for
use in Step 3.
Simulation of all 20
years would require
modifications to the
current Step 3
models.

Probabilistic
evaluation of
surface water
concentrations
should ideally be
compared with
available monitoring
data to help place
the results in
context.

2.1.2 Step 4 refinements based on field-scale modelling

Refinements to the current FOCUS Step 3 resultdeativided into three types of changes:

1. Refinement of current field-scale results by mgkelatively straightforward changes to

individual model parameters, altering chemical prtips, application rates or dates or

specific environmental parameters which influerfeelbadings from drift, drainage or

runoff or the hydrology of the water bodies

2. Refinement of current field-scale results tmmporate the effects of a risk mitigation

measure

3. More complex refinements involve the consideraof larger scale evaluations such as:

» creation of new field-scale scenarios (based otysiseof major cropping areas in

Europe)

» use of chemical monitoring data (which can providegrated surface water

exposure over large geographic areas)
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» application of probabilistic approaches (which eatend modelling temporally

and/or spatially)

» development of distributed catchment models (wimédgrate aquatic loadings

over large geographic areas)

Various aspects of each of these approaches anesded in the following sections on
modelling, together with an evaluation of the cotr&gtate-of-the-art in simulating transport

and transformation processes.

2.1.2.1 Key chemical properties subject to refinement

Sorption

In most current environmental fate models (inclgdRZM and MACRO), sorption is
represented as an instantaneous, reversible, leduiti process with the following

relationship between the sorbed and dissolvedgigstconcentrations:

Csoil = Kt Cuater'

where
Cooil = concentration of pesticide in soil phase
Ks = Freundlich partition coefficient

Cuater = CONcentration of pesticide in water
n = Freundlich exponent

If. n = 1, the Freundlich isotherm reduces to adinrelationship between the two phases. In
MACRO, the Freundlich equation has been adaptediesent sorption in both the general
soil matrix as well as in macropores. When n thé,Freundlich equation results in
progressively higher sorption values at lower emvinental concentrations. Many pesticides
are found to have a Freundlich exponent of 0.9 iviidhe default value recommended for
use in FOCUS modelling. When Freundlich sorptiatugs are used for modelling, care
should be taken to ensure that the data encomppasspaiate ranges of actual soil
concentrations. Due to the exponent in the Frecimélquation, the solute concentration is
reduced considerably at lower concentration leymtentially leading to underestimation of

actual sorption results at low concentrations. dibeve description would typically apply to
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sorption in soil but is also relevant to sorptionsuspended sediment, on sediment at the

bottom of a water body and on macrophytes in thimalumn.

In some cases, the assumption of equilibrium betwee two phases is not valid. In general,
situations involving extended contact times betwidemobile and stationary phases (such
as normal matrix flow through the soil profile) dam represented adequately using an
assumption of equilibrium partitioning. In othéusations, such as in macropore flow, the
velocity of transport in macropores can be sotfzst sorption only takes place to a very
limited degree, partly because of the distance éetvthe molecule and the pore wall and
partly because of the kinetics of sorption. Siméeguments can be made for pesticide being

rapidly transported in surface water.

For some chemicals, equilibrium between the sall\@ater phases is reached over a period
of days rather than hours and it is appropriatwsider representing the kinetics of sorption

rather than simply assuming a single equilibriunuga

BOX 1

Sorption: Practical Step 4 refinements within F@CUS modelling framework

Use of time-dependent sorption values

In PRZM, sorption kinetics are simulated by entgrantime series of sorption values which
increase with time and permit the model to represene-dependent sorption in sojl.
MACRO in FOCUS does not currently have an option gonulation of time-dependent
sorption. However, MACRO 5.0 does include thisimpt The FOCUS groundwater

scenarios manual contains additional details orsitthelation of time-dependent sorption and

it should be recognised that use of this optiomireg the generation of additional data.

The sorption of pesticides is frequently assumduaktprimarily related to the organic carbon
or organic matter content of the soil and sorptEsults are commonly normalised using
these factors (e.g. Koc or Kom). However, for samemicals, sorption to other sites, such
as sesquioxides on clay particles, may have gredteence on partitioning. Caution should
be used to ensure that the sorptive behaviouispkaific chemical is appropriately

characterised.
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Adsorption may not be fully reversible. In genaadborption values are used in
environmental fate models and full reversibilityaissumed. If desorption data indicate very
limited reversibility of sorption, this will limithe mobility of the chemical. Column leaching
studies can provide an indication of the net effeatates of adsorption and desorption and
may be useful to characterise the mobility of commts that do exhibit distinct irreversible
sorption. When desorption rates distinctly difierm sorption rates, multiphasic or
"shrinking core" models have been used to chaiaeterfast sorption process which
operates in parallel to one or more processes vdrelslower due to sorption kinetics or
diffusion. However, the mathematics become complakregulatory use of this concept is

likely to remain limited.

Hydrolysis

The hydrolysis of organic chemicals in water i®ofobserved as a first-order reaction given
by (Thomann and Muller, 1987):

dC
(d_td) hydrolysis =- k? |]::d ’
where
k? = the hydrolysis rate constant'jh

The hydrolysis rate constarkfﬁ' ) may include contributions from acid- and baselyaed

hydrolysis as well as nucleophilic attack by wdterutral hydrolysis). The following

equation explains these possibilities explicitly:

k? =kH [ﬂH+]+kOH EBOH_]+kHzO

where:
K. = the acid catalysed hydrolysis rate constant {Ifibt1)
Ko = the base catalysed hydrolysis rates constaritXthel)
K

"0 =the neutral hydrolysis rates constant (h-1)
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Generally, hydrolysis is determined at three pHsgalallowing calculation of the three
constants shown the equation above. The curre@F8Omodels use lumped first order
degradation rate constants. As a result, the timky that hydrolysis data is directly used in
FOCUS modelling is when this mechanism is the sinigiminant mechanism responsible for
transformation in surface water. In this limitiogse, the degradation rate in the water phase

of a water/sediment study should correspond tedtesof hydrolysis.

Evidence of rapid (often pH dependent) hydrolysisf standard laboratory studies required
as a component of physico-chemical characterisa@onalso be used to help explain
behaviour within soil degradation studies. Wherdrblysis appears to be the dominant
degradation mechanism this can be used as a pogsstification for replacing assumptions
that rate of degradation declines with depth (aggiom that degradation is mainly

biological). See subsequent discussion under hgaplih dependency of processes’.

Photolysis

Current regulatory studies of photolysis includpemments in both soil and water. In
contrast, aerobic soil metabolism studies as veellater/sediment studies are conducted in
the dark. If photolysis is thought to play a sfgmaint role in the transformation of a
chemical, it is appropriate to ensure that theotdfef this mechanism are included in the

lumped degradation rates that are used in aquetgaodels such as TOXSWA.

Dissolved pesticide in the water column is subjegihotolytic decay, which can be either
direct or indirect. Direct photolysis takes platthe chemical absorbs light, and as a
consequence, undergoes transformation. Indiredbpfsis takes place if the chemical
receives energy from another excited species (ssiphotolysis) or very reactive, short-
lived species (e.g. peroxy-radicals, singlet oxygeich are formed due to absorption of
light by dissolved organic materials (Schwarzenbetchl 1993). This is illustrated in Figure
2.1-1.

The first-order photolytic decay rate may be calted as a function of the intensity and the
spectral composition of the light and the ligheattation in the water column, which
depends on the concentration of suspended matiavrathe light absorption spectra of the

pesticide.
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Figure 2.1-1 Summary of phototransformation proces ses

2
P P
Luminescence Physical
quenching
hv Reaction
P > > Products
Dor‘/ \nergy
transfer
Photoionisation
PD* P+
P*A- l
Pte"
3
4
5 To calculate the photolytic degradation one needsbw the quantum yield defined as:
totalnumberof moleculegransforned
6 ®, (4) =

~ totalnumberof photongat wavelagth A) absorbedy thecompound

Assuming that the amount of light absorbed by thendcals is much less than the amount of
8 light absorbed by the water body the light absorpbf the compound per unit volume can be

expressed as:

W(A) LE(A) IC, El]l-lo"’o ()2

10 I,(1)=
depthlér(A)
11 where
12 l{A) = the total number of quanta absorbed of theyasfavavelengthX)
13 WQA) = the total light intensity at the surfacstdbuted at the array of
14 wavelength X)
15 eA) = the decadic molar extinction coefficients dimited at the array of
16 wavelength X) (mol quantm-1)
17 oD (A) = the apparent or diffuse attenuation coeffigesftriver water
18 distributed at the array of wavelengh) (
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Cd = the concentration of active substance

Depth = the depth of the river
Zmix = depth of pond or river
aA) = the attenuation coefficients of river watertdimited at the array of

wavelength X)

When the total number of quanta absorbgdl),land the reaction quantum yietgi(A), are

known then a first order photolytic degradatiorerd;n.., can be calculated as:

Kphoto= Ia()\)*(pr()\)i (Eq 1)

And the photolytic degradation can then be expiebgehe differential equation:
dCW/dt = -Kyoto'CW,  (EQ. 2)

Generally, organic compounds including active sasts should absorb light in the
wavelength range of 290-600 nm in order to be gigotally transformed (Guenzi et al.,
1974).

The diffuse or apparent attenuation coefficiergs8mated on the basis of(A), D(A) and

the equation of Neely and Blau (1985):
op(A) =a(A)*D(A), (Eq. 3)
where

D(A) denotes the ratio between the average path lemgtthe depth for an array of

wavelength X)

Neely and Blau (1985) stated that\p(s between 1.05 and 1.3 for blue and UV light in
surface water and Schwarzenbach (1993) statedthaimight be 2 in very turbid water.

Assessments of degradation mechanisms in the falppr@re conducted under controlled and
standarised conditions and individual modes of @@afion such as biotic degradation,
abiotic hydrolysis and photolysis can be distingatsand the effects of temperature and

moisture can be evaluated. Although it is posdiblese these individual degradation
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mechanisms in fate modelling, the current guideltag¢er/sediment study uses a test system
which combines the effects of hydrolysis and mia@bbegradation but neglects the potential
role of direct or indirect photolysis in degradatig@.e. it is not irradiated). When combined
with other FOCUS assumptions regarding influenddsrbidity, absence of macrophytes in
the water column and shading due to riparian véigeteactual aquatic degradation kinetics

may vary considerably from the results obtainedifeonon-irradiated water/sediment study.

BOX 2

Photolysis: Practical Step 4 refinements withia FOCUS modelling framework

Use of irradiated water/sediment study

If photolysis is thought to play a significant ratethe overall degradation of a
pesticide, it is appropriate to perform a higher-tiradiated water/sediment study in
order to capture the combined degradation ratpsiatolysis, hydrolysis and microbial

degradation in lumped water/sediment rate constahitsh can be used in TOXSWA
Use of soil and water photolysis studies

If a pesticide is readily degraded via photolydisay be appropriate to modify the
degradation rate on foliage and in the top 1-2efRZM and MACRO simulations to reflect

the role of photolysis in pesticide degradation.

Microbial degradation

In most models, degradation kinetics are basedrsindrder rate expressions in order to
describe transformation of pesticides and meta®lit soils, sediment and water. The first

order rate equation can be expressed as

or
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where
c = concentration of pesticide

k = rate constant

Current FOCUS recommendations require the useilbdsgradation rates that have been

normalised to standard conditions for both soilshaie and temperature:
k = kref I:W I:T

where the soil water content function is given by

where B is an empirical exponent (0.7 according@CUS recommendations) afljis a

reference moisture condition (maximum water-holdiagacity according to FOCUS). The

soil temperature function is given by a numerigadraximation of the Arrhenius equation

FT = eO-OB(T _Tref )

where T and T; are the actual soil temperature and the referemperature ifiC.

Degradation rates in water systems are normallsected only for temperature. At

temperatures near freezing, biodegradation is asdumstop in soil, sediment and water.

Soil degradation studies are performed in moids soid it is not straightforward to
determine the degradation rates associated withiedosidual phase. As a result, a uniform
lumped rate of degradation is usually assumeddtr phases in environmental fate models
such as PRZM and MACRO.

The FOCUS Kinetics Work Group has recently issuddadt report which provides detailed
recommendations for the determining the most apatgpkinetics to use for modelling.
Since all current FOCUS models are based on thefugst order rate equations, this
guidance document recommends that the best possilgie first order (SFO) fit be used,
either based directly on a nonlinear first-ordgression or an equivalent first-order fit
determined from a more complex fit such as firsieomultiple compartment (FOMC) or
double first order parallel (DFOP). This documalsb provides recommendations for

addressing a wide range of experimental conditimtdiding handling lag phases,
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compensating for data below detection limits anadfiag data that vary dramatically from
expected values (i.e. outliers). The reader isrretl to the FOCUS kinetics document for
more details on the recommended calculations fdr parent chemicals as well as
metabolites (FOCUS Kinetics, 2004).

pH-dependency of processes

Several of the processes mentioned above are teasad by a dependency with pH
conditions. To volatilise, molecules have to ba@utral form, meaning that ionised
compounds are typically nonvolatile. However,dompounds which have pKa values
within the range of ambient pH conditions, the @egof ionisation is a function of both pKa
and pH. Sorption is also influenced by the chafgtase compound and is therefore pH-
dependent for ionised compounds. When degradegtidominated by hydrolytic processes,
it is common to observe a dependency upon soilgidlitions. Care should be taken to
select degradation parameters that are appropoide scenario’s soil pH conditions. Under
certain circumstances this may also provide justtfon for challenging the default
assumption that the rate of degradation declinés deépth. The pH-dependency of pesticide
degradation in soil can be related to the micragmal populations present. It is well

known that acid soils have more fungi and lessdyacpresent (Russell, 1973).

Modelling of metabolites

Pesticide models vary in their capabilities to Hanlle kinetics of metabolite formation and
decline. PRZM is capable of simultaneously simntaa parent compound and two
metabolites, generated either in parallel or ileserMACRO handles one chemical at a
time. The model is run for the parent compoundamdutput file is created containing the
amount of metabolite formed. This amount is cated by multiplying the fraction of the
compound that is expected to become a metabolitetive amount of compound degraded
and the ratio between the molar weight of the n@diteband the original compound. To
simulate the fate of the metabolite, MACRO is rgaia, re-parameterised with the
parameters of the metabolite. Currently, TOXSWA oaly handle one chemical species per
run. As a result, separate TOXSWA simulationsracggiired for the parent and each
metabolite, as described in the FOCUS surface wepanrt. As a result of this disparity in
the capabilities among the three FOCUS surfacermadelels, the most straightforward way
to model metabolites is through the use of apprakion which treats the formation and
decline of metabolites as the application of anvedent amount of parent. The "equivalent

parent” application rate of metabolite is calculads follows:
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F,max, MWm

ARmM= ARp*
100 MWp

where
Rm = application rate, metabolite (g/ha)

ARp = application rate, parent (g ai/ha)

F,max = maximum percent formed in an environmecaaipartment (in soil or in the total

water/sediment system)
MWm = molecular weight, metabolite (AMU)

MWp = molecular weight, parent (AMU)

It should be noted that the various entry routesheimical into surface water use different

“maximum percent formed” data:

Entry route for metabolite

Data used for “maximpencent formed”

spray drift max amount formed in water/sedibstndy

runoff, erosion, drainage max amount formed ihsgady

The FOCUS Kinetics group has provided detailed guig on analyzing the formation and

decline of metabolites in experimental studies tedappropriate use of this kinetic data in

modelling. The reader is referred to this docunfienfurther recommendations on the

modelling of metabolites.

BOX 3

Modelling of metabolites within the FOCUS modellframework

General recommendation for metabolites

In most cases, the simulation of metabolite fororath the water or sediment layer is only,

warranted for pond scenarios. The residence tinserdace water in the stream (~0.1 d) and

ditch (~5d) scenarios is very short and most lildgs not permit a significant amount of

transformation of parent substance into degradatioducts. This conclusion does not ap

for short-lived compounds which rapidly form methies after entering a water body.
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The formation and decline of metabolites shoulthé&edled as the application of "equivale

parent" (see discussion above).

Case 1: metabolite is formed in BOTH soil AND guatic systems (water or sediment)

SWASH - Enter the physical/chemical propertieshefietabolite into SWASH. When th
parent is applied as a foliar application, it ise®sary to estimate the total equivalent
metabolite application to soil since neither MACBOPRZM track foliar formation of
metabolites. The resulting equivalent metaboldgliaation should be made as a soll

application. Next, the runs for the crop of ing#rehould be defined using the Wizard.

For this case, there are two estimates of the "maxi percent formed", one in soil and ong

in water. If these two values are similar, a meglne of maximum percent formed should

used to determine the "equivalent parent" appbeatate used in SWASH. If the maximum

percentages are distinctly different, it may beassary to enter the equivalent parent rate
soil, to run MACRO and PRZM and then to edit thi#tdmalue in the TOXSWA input file
(*.txw) using the equivalent parent rate basednennmhaximum percent formed in aquatic
systems. In the current FOCUS implementation, T@MSwill need to be run manually
following any modifications to the TOXSWA inputédil The procedure for doing this is
described in Box 5 below. Finally, SWASH shouldused to create the metabolite input
files for MACRO, PRZM and TOXSWA.

MACRO, PRZM and TOXSWA

(U

be

—

or

These models should be run using the SWASH shekterate a TOXSWA output

summary file for each metabolite and for each sgefveater body combination. Metabolite
which are primarily formed in the water layer candpplied as equivalent parent by mean
of a drift event. Metabolites which are primarfidéymed in sediment can be applied to the

top 5 cm of the sediment layer as an 'initial' @mration before the start of the simulation

Case 2: metabolite is formed only in soil

SWASH — Enter the physical/chemical propertieshefrnetabolite into SWASH. When th¢
parent is applied as a foliar application, it ise®sary to estimate the total equivalent
metabolite application to soil since neither MACBOPRZM track foliar formation of
metabolites. The resulting equivalent metaboldgliaation should be made as a soll

application. Next, the runs for the crop of ing#rehould be defined using the Wizard.

2S
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For this case, it is necessary to eliminate aguediding via spray drift since the metabolite
is only formed in soil. This can be done by seferthe application option of "granular
application" if the compound is applied to foliagethe soil surface or "incorporated" if the
compound is incorporated. Both of these applicadiptions result in no drift. If the parent
is applied foliarly, the fraction of canopy intept®n should be used to further correct the
"equivalent parent" application rate calculate@Equation 1. The input files should then b
written by SWASH for MACRO, PRZM and TOXSWA.

MACRO, PRZM and TOXSWA

These models should be run using the SWASH shekterate a TOXSWA output

summary file for each metabolite and for each scefvaater body combination.

Case 3: metabolite is formed only in aquatic systéwater or sediment)

SWASH - Enter the physical/chemical propertieshefrnetabolite into SWASH. For this
case it is necessary to eliminate runoff/erosiah@ainage loadings since the metabolite
not formed via these routes. This can be donentsriag an extremely short soil half-life
(e.g. 0.01 d) for the metabolite. The needed slmsild be defined for the crop of interest
using the Wizard, the needed applications shouldefi@ed using the "equivalent parent”
application rate and the metabolite input filesN0ACRO, PRZM and TOXSWA should be
created using SWASH. The simulation of metabolites are primarily formed in the wate

or sediment phase is done as described in Case 1.
MACRO, PRZM and TOXSWA

These models should be run using the SWASH shekterate a TOXSWA output

summary file for each metabolite and for each sgefvaater body combination.

D

I

The process recommended above is conceptuallgistiaiward to understand and relatively

easy to organise. However, it is highly repetitiwetentially subject to human error and can

take a considerable amount of time, especially whismecessary to calculate potential
aguatic concentrations for a large number of méii@so Further refinements to more
accurately simulate rate of formation within thetevésediment system may be possible
through careful modification of macro (*.m2t) orzpr (*.p2t) output files (simulation of

formation as a series of ‘loadings’ distributedime).

To facilitate performing Step 3 metabolite calcwas as well as Step 4 calculations with

reduced drift loadings (e.g. due to increased buffances), it would be helpful if
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TOXSWA were modified to permit these calculatioodée performed automatically within
the current SWASH/TOXSWA shell. Relatively simpl@gramming changes in this shell
could create the appropriate subdirectories, cyrparameterise the metabolite loadings
and calculate the needed water and sediment coatiens. The addition of this
improvement to the existing FOCUS surface wateretsdould help ensure a consistent,
high quality Step 3 and Step 4 calculation resuiupport aquatic risk assessment

calculations in the EU.

Simulation of formulations

When the pesticide is applied as a spray, it icajly mixed with other components within a
dilute formulation. These other compounds are dddea number of reasons including
improvement of storage stability, improvement @ thte of dissolution in the spray tank,
enhancement of efficacy following application andreasing solubility or plant uptake. In
some cases, formulated products may have diff@meatuct toxicity than the active
substance alone. As a result, aquatic effectsas®nts consider both the active substance

alone as well as the formulated product.

Currently, none of the FOCUS models are able talleaformulations explicitly. From an
ecotoxicological standpoint, this is of most direglevance for drift and, to a lesser extent,
surface runoff, as the pesticide and the formutatiempounds are closely associated just
after spraying. Some formulations can have a agmit influence on runoff potential
(Burgoa and Wauchope, 1995; Wauchope and Leon@8f; 1 eonard, 1990; Wauchope,
1978; Hartley and Graham-Bryce, 1980). Formulatiahich are designed to control the
rate of release into soils (e.g. ‘slow releasenfolations) can influence runoff potential.
Such formulations may have the effect of extendiggproduct’s efficacy but, in doing so,
may also extend its apparent persistence and hitdyidor runoff. In addition, certain
surface applied formulations may be designed treese availability (and, therefore,

efficacy) at the soil's surface but, in so doingrease the potential availability for runoff.

It is unlikely that the active ingredient and itsrhulants will remain associated during

transport in the soil because sorption, degradai@hdissipation behaviour (including

volatility) are likely to differ. These differensenay be less marked if transport takes place

through the macropores.

It is important to recognise that issues may emetigfe certain formulations that cannot be
adequately represented by current regulatory moBelsexample, the potential for transport

of solid phase formulations (i.e. granules) intdace waters has been raised as a cause of
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regulatory concern in the past where the efficiemicyncorporation cannot be guaranteed.
Such transport cannot be effectively simulateddoyent regulatory models and must be

addressed through more empirical approaches.

BOX 4

Formulations: Practical Step 4 refinements witthie FOCUS modelling framework

Controlled release

In Step 4, a controlled release formulation cowdsimulated kinetically as a parent/daughter
pair with the daughter product being the activeredgent that is released into the
environment. Alternatively, a single applicati@te of a controlled release parent compound
could be represented as a large number of smaliiaghughl applications to mimic the effect of

the formulation.
Incorporation

The FOCUS Step 3 simulations include the optionsaiig various types of incorporation (see
FOCUS Surface Water manual). In the event thaemdrthe available options adequately
describe the application of the product, it is passto manually enter a chemical
concentration profile as the time zero concentraititoPRZM as a Step 4 refinement of

incorporation. The runoff and surface water caltiahs can then be performed as in Step|3.

(see also Table 2.1-2)

2.1.2.2 Key transport processes subject to refinement

Spray drift

The critical characteristics that have a signiftdafluence on drift are summarised in Figure
2.1-2.
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Figure 2.1-2 Summary of critical influences on spr  ay drift

«Application rate '

«Numbers/timings of applications
«Application equipment

MiARSEIRn Distribution of wind speeds at time of application

*Relative wind direction at application

: *Distance of the crop from the water body
*Presence and nature of intervening vegetation

The spray drift values used in FOCUS surface wateessments are based on ground

application drift data compiled by the BBA (Ganzeler et al, 1995 and Rautmann et al.,
2001) and aerial drift results from the USA AgDrifbdel (AgDrift, 2000). The results of
individual drift trials for various types of appdiions to crops have been compiled and, for
single applications, the §(ercentile values have been selected at eactdéstaA
regression has been developed to fit these expetéingata as a function of distance only.
For multiple applications, lower percentile drifofiles are combined in order to
approximate an overall §(ercentile assessment (e.g. 3 applications assurith

percentile drift profiles are considered equivalenerall, to a 98 percentile assessment).
The regressions are based on an exponential redaijp of drift on distance from the field
boundary or spray nozzle and generally provideaaareable fit to the experimental data.
Additional drift datasets are available (e.g. ven &ande, 2002) and are discussed in more

detail in Section 1.3 of this report.

Generally, there are no considerations made fopthential that fields are elevated above
the surface of water bodies such as ditches, pandstreams. However, mitigation
measures can be easily implemented if measureratmedist — a new regression equation

that describes the conditions with the mitigatiogaisure can be proposed.
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A more detailed discussion of the various mechasirat contribute to spray drift is
provided in the section on mitigation in this voleifsee Section 1.3). Various aspects of the
processes involved in spray drift have been mod€#ey. Asman et al., 2003), but physical

modelling of spray drift is generally not includedmost practical simulations of drift.

It has been recognised by the FOCUS Surface Wateking Group that, in some cases, it
may be necessary to further refine the Step 3hifies obtained by considering additional

factors which affect drift in “real world settingstuich as:
a) actual distances between the treated crop anslifiace water bodies;

b) evaluation of the drift-reducing effects of coeeops or weeds in the non-

treated zone between the edge of the field ancexfasurface water;

c) consideration of the density of treated fielusilandscape and the range of
distances between treated areas and receiving,wgterally based on GIS

analyses;
d) evaluation of the effects of variable wind spaed direction on drift loadings;
e) evaluation of the effects of drift-reducing niezzor shielded spray equipment.
Box 5 outlines practical approaches and a seriégiéhmarks that can be considered when
developing a refinement of spray drift loadingstnface water in the existing surface water

scenarios. Inputs to the calculator include thdiegipon rate, number of applications, type

of crop and type of water body.
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BOX5

Drift: Practical Step 4 refinements within the FOS modelling framework

A drift calculator is incorporated into the FOCU®/ASH (Surface Water Scenarios Help)
shell to assist in the development of Step 4 ass&#s. Employing this calculator it is
possible to manually adjust the distance betweenrdated crop and water body and to
evaluate the resultant drift loadings. Any changesle to the drift calculations should be

clearly labelled as Step 4 refinements in subsegegorting.

Drift loadings with the FOCUS Step 3 scenarioskased upon a set of minimum

margin/buffer distances which vary as a functiotheftype of crop and water body. In ord

to evaluate alternative drift loadings (based uphenFOCUS drift calculator or other values

that the notifier may wish to justify; e.g. for finieducing nozzles), it is necessary to edit th

TOXSWA input file. This is accomplished as follows:

e Use SWASH to create a standard Step 3 input fild @XSWA (*.txw)

e Create a new subdirectory (e.g. named Step 4) apgtbe .txw file, the appropriate
TOXSWA met files and the TOXSWA batch file (*.bad) this location

¢ Run the drift calculator in SWASH to determine 8tep 4 drift value for the desired
buffer width (or, alternatively, determine the tsilue for the proposed mitigation
measure, such as drift reducing nozzles)

« Edit the *.txw file and change the drift value (Motdrift values for streams are
multiplied by a factor of 1.2 to account for adalital drift loading in the upgradient
catchment)

*« Run TOXSWA in this new subdirectory by using théchdile

(see also Table 2.1-2)

e

Dry deposition

Dry deposition is a transport pathway that is notently included in the FOCUS surface
water models. This process is associated withslgpo of pesticides volatilised from

adjacent fields over a relatively short period raéteplication (e.g. up to 3 weeks). In
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addition, wet deposition occurs, but this proceghiought to be a more significant transport

mechanism for pesticides over much longer distances

It is often argued that the concentrations produmedry deposition are less significant than
those resulting from drift. However, some meas@mesindicate that the volatile losses of
pesticide and subsequent deposition can be coabiddior compounds with vapour
pressures as low as 0.1 mPa (Smit et al. 1998@. pitcess leading to dry deposition is
described by Asman et al. (2003), upon which mbsgtefollowing text is based. Generally,
the process is described as emission, atmosph#tisidn and exchange with the surface,
both in the non-spray zone and with the water bdélthe concentration in the air is higher
than the concentration in the air that is in pseeqgiailibrium with surface residues, the net

flux will be downward, and dry deposition occursthe opposite case, emission occurs.

A FOCUS Air Work Group is currently reviewing modeind approaches to describe various
types of atmospheric losses and subsequent depositihe final recommendations of this

group should be used to address the issue of ¢ysten.

BOX 6

Dry deposition: Practical Step 4 refinements witthe FOCUS modelling framework

Recommendations for the possible inclusion of égrgasition in regulatory evaluations of
pesticides are currently being discussed by the F®E&ir Group and will be finalised when
their report is issued later in 2004. In the imetthe inclusion of this mechanism is not

necessary in FOCUS calculations.

Foliar interception, dissipation and washoff

Regulatory pesticide models normally assume thatysl pesticide either reaches the
ground or is intercepted by the crop foliage. Traetion on foliage is generally determined
by the fraction of the surface covered by the @apopy. Recommended values of crop
canopy as a function of growth stage are providatie FOCUS surface water and FOCUS
groundwater reports. However, crops that are mdtnepresented by FOCUS as well as
unique application methods may require modificatbthe simple spray interception

assumptions made in the FOCUS methodology.
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The dissipation of pesticides from plant surfacasscsts of at least three parallel
mechanisms: degradation, volatilization and uptat@the leaf surface. In MACRO and
PRZM, all three mechanisms are lumped into a sifigieorder dissipation rate. Other

models, such as PEARL, allow specification of eaicthese mechanisms separately.

In MACRO and PRZM, foliar washoff is modelled aBrat order process driven by the

amount of precipitation received by the plant canop

BOX 7

Foliar dissipation and washoff: Practical Step dfinements within the FOCUS modelli
framework

Foliar dissipation

For FOCUS modelling, a default foliar half-life 8@ days is recommended. If the chemics
is known to have more rapid foliar dissipation thiais value, an appropriate experiment

should be performed to support the use of a mquie dissipation rate.

Wash off

In the FOCUS surface water report, a correlatigeravided to estimate the wash off rate
constant from the agueous solubility. For higldiuble pesticides, the rate of wash off is
relatively high and a significant proportion of ttigemical can be removed from the plant
canopy by a single rainstorm. As a higher tiedgt@an appropriate wash off experiment cg

be performed to refine the wash off rate constanti§e in regulatory modelling.

(see also Table 2.1-2)

1

in

Runoff generation and erosion

The mathematical characterization of surface ruha#f followed different schools of thoug
within different fields of expertise and geogratilocations. Several models (e.g. PRZM
PELMO, CREAMS and GLEAMS) are based on the us&éeftnoff curve number (RCN)
method which was originally developed by the USDA Eonservation Service (SCS) to
estimate runoff volume and peak discharge for aesfgoil conservation works and flood

control projects.
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In the RCN methodology, P is the daily precipitatamount, Jis the initial abstraction
(losses to leaves etc.) andi®the net storm rainfall, equal to (§-1 The depth of runoff, Q,
is the residual after subtracting F, the infiltoatior water retained in the drainage basin
(excluding }) from the rainfall P. The potential retention isSthe value that (F)l would

reach in a very long storm (Maidment, 1992).

If P is the effective storm rainfall equal to (f-the basic assumption in the method is

Q

F_
S R,

Assuming that F equals £8) and thatd= 0.2S, the expression can be rewritten to

_(P-025)°

Q P+0.8S

For convenience and to standardise applicatiohisfequation, the potential retention is

expressed in the form of a dimensionless runoffemumber CN, where

1000
S+1C

CN=

The selection of a curve number depends on o (four classes), the land use and the
antecedent moisture conditions in the catchmechlse a wet catchment reacts with more

runoff than a dry one.

The use of the curve number method to generatg daibff values is a significant extension
of this methodology from its origins. As a resalthpumber of validation and comparison
studies have been published for PRZM. In the USERA Exposure Model Validation
Task Force recently completed a validation exeras®RZM that included comparison of
simulated runoff and erosion with the results efdiscale experiments (FEMVTF, 2000).
Model predictions for individual runoff events tgpily agreed with field data within one
order of magnitude and cumulative values (e.g. fftslonmed over the study period) agreed
within a factor of approximately 3X. The accurafyunoff and erosion predictions
corresponded with the magnitude of the runoff eventh the order of magnitude accuracy
being associated with small events and improvedracy resulting from more significant
events. A list of the primary conclusions and recendations from FEMVTF are provided
in Table 2.1-3. Wood and Blackburn (1984), usi6@@ runoff plots in Nevada, Texas, and
New Mexico found differences between observed amdpeited runoff peaks of greater than

+50 % in 67 % of the results.
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Table 2.1-3 Main Issues and Recommendations for PR ZM (FEMVTF, 2001)

Evapotranspiration The evapotranspiration routines in PRZM do not provide reliable estimates of ET.
As aresult, it is recommended that ET be externally calculated and read by PRZM
(this is done in the FOCUS calculations). ET extraction in PRZM occurs over a
somewhat arbitrary extraction depth. PRZM cannot account for upward water
movement due to ET in the upper soil profile.

Soil Loss (Erosion) Although some variability is expected between observed and predicted soil loss
values due to empirical nature of soil loss equations, the predictions may be
improved by a better representation of storm intensity in the soil erosion submodel.
Currently the peak runoff rates in the erosion model are derived from generalised
regional rainfall distributions. A better representation of the rainfall distribution may
be helpful in improving the soil loss predictions for individual events.

Crop PRZM-3 (Version 3.12 and subsequent) allows multiple sets of input values for crop
Characterisation cover (C) and Manning’s surface roughness coefficients (N). A more detailed
description of C and N factors during the cropping period represents the dynamic
nature of crop cover and roughness and improves the sediment loss predictions. A
seasonal variation in runoff curve numbers (similar to C and N factors) may be
helpful in representing the effects of changing crop growth stages on predicted
runoff. Also, further investigations are warranted for determining the source of
discrepancies and improving the model predictions for smaller runoff events.

Crop Growth The actual time and extent of maximum canopy coverage may vary depending on
how well the crop is growing. The extent of maximum canopy and time of maximum
canopy, in turn affects the interception and therefore pesticide losses with runoff
and sediments. The time and extent of maximum canopy cover calculated from
measured canopy cover data can improve model predictions for interception and
washoff. The maturation date in PRZM input sequence should represent the time of
reaching maximum canopy cover for a given crop.

Surface Extraction The non-uniform extraction model currently used in PRZM3 does not account for
seasonal variations in soil condition and texture. For example, a freshly tilled
porous soil would have different pesticide and extraction characteristics than a
compacted soil.

Site-Specific Site-specific situations (e.g., a runoff event spanning over a period of multiple days)
need to be carefully represented in the simulation by adjusting the available
input/output parameters.

Much of the following description of the runoff ardosion capabilities of PRZM has been
taken from the FOCUS Surface Water Scenarios R€pQCUS, 2002).

A number of European studies of runoff and erosiave been published and were consulted
during the parameterization of the PRZM runoff st@s (Lennartzt al, 1997; Loucharét

al., 2001; Voltzet al,, 1997; Sanchez-Camazagioal, 1995; Vicariet al., 1999). In runoff
studies from no-till and tilled fields in a wineegring catchment in southern France,

seasonal runoff losses ranged between 18-34% oifgitieetion and resulted in median annual
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losses of 1.3% of applied diuron (range = 0.7%.884 and median annual losses of 1.0% of
applied simazine (range = 0.5% to 3.0%) (Lennettal, 1997; Loucharét al, 2001).

When expressed on a watershed basis, the lossesapgroximately 0.52% for diuron and
0.24% for simazine. In the experimental studisseatially all of the chemical transport was
via runoff. The FOCUS scenario corresponding tdtlsern France is R4 and the selected
meteorological year (based on median hydrologeshonse) is 1984. Based on this
scenario, the seasonal runoff losses simulatedR&ZMPwere 30% of precipitation with
median annual losses for diuron of 0.5-0.7% (dejmgndpon physical property assumptions)
and for simazine were 0.4-0.5% (again, dependirmmm yghysical property assumptions). All

of the simulated chemical transport was via runoff.

In a hilly area at Ozzano Emilia (Bologna, Italglots with a 15% slope on a loamy soil were
used to study the effect of two tillage systemswvemtional tillage (CT) and minimum tillage
(MT), on runoff losses of several herbicides. la ylear 1996-97 the fate of metolachlor,
atrazine and its metabolites (desethylatrazine: Dde&isopropylatrazine: DIA), and two
sulfonylureas, prosulfuron and triasulfuron, applie a winter wheat-maize biennial rotation
was monitored. Runoff losses ranged between R¥%iof precipitation. As a consequence
of the rainfall pattern, losses of herbicides antedrto a maximum of 0.24, 0.25, 0.05 and
0.003% of the amount applied, for atrazine, metdtac prosulfuron and triasulfuron,
respectively and the minimum tillage reduced metdiar and atrazine losses with respect to
conventional tillage (Vicaret al, 1999). In an earlier but similar experiment,rieat out in

the year 1991-92 using the herbicides atrazineglangtlor, terbuthylazine runoff was 3.5
and 0.5 % of precipitation for the minimum and naltillage respectively. A maximum of
1.6, 1.1 and 0.07 % of the applied amount of metdta, atrazine and terbuthylazine
respectively were lost by runoff. As for the stigdie southern France, when expressed on a
watershed basis (273 ha) the losses were reducadduyor of ten (Rossi Pigd al, 1992).
The FOCUS scenario corresponding to Bologna isviR&n runoff losses for the
compounds studied were calculated using PRZM, petensed either from the R3 scenario
data or the local field data, they were larger tthmse measured in the field suggesting that,
at least for these compounds, the R3 scenariogept®a more conservative assessment of

exposure than that measured locally (Mé@l, 2001).

These PRZM simulation results indicate that the R@#thodology is capable of providing
reasonable estimates of the runoff coefficientctfoa of precipitation resulting in runoff) as
well as of cumulative runoff flux. More detailesite-specific comparisons of individual

runoff events would require use of local soil, agnmic and weather data.
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A recent compilation of runoff studies has beenlighkd by the USGS, covering an
extremely wide range of scales (from bench top &pomwatersheds), physical locations
(primarily USA and Europe) and chemicals (Cagiedl, 2001). Analysis of this data set
indicates that the mean runoff losses reportealfacales of European study sites was 0.8%
of the applied chemical. For small watershedslambo those used in the FOCUS scenarios
(0.1 to 100 ha), the mean runoff was 0.7% of th@iag indicating that runoff losses are
essentially independent of the size of the watersHéis result supports the use of FOCUS
runoff scenarios as representative of larger lardsathat are intensively cropped and

treated.

An alternative approach to simulating runoff isletermine the amount of infiltration that
occurs and then treating non-infiltrating precipda as potential runoff. In this approach,
infiltration can be described with "infiltration egtions” such as Green and Ampt (1911) or
Richards equation. In both cases, the hydraulduotivity of the soil, the moisture content,
and the porosity are important parameters. Thergéed runoff is thus automatically a
function of antecedent moisture. One advantagbheRichards equation approach is that
layers with low permeability will limit infiltratio and thus influence runoff. Also the choice
of lower boundary condition for the soil column mafiuence the simulated surface runoff

for this type of models during wet periods.

A complicating factor with respect to runoff gerntéya is the presence of macropores. The
MACRO model (Jarvis, 1991) has a simplified dedaipof surface runoff generation with
runoff generated if either the soil saturates todtirface or the saturated hydraulic
conductivity of the soil (micropores plus macro®ris exceeded. In practice, surface runoff
is only very rarely simulated to occur by MACROth@ models (i.e. MIKE SHE, Abbott et
al., 1986, Refsgaard and Storm, 1995) allow a asrpf water to occur on the surface if the
total hydraulic conductivity of the soil is exceeddeThe fate of the surplus water then
depends upon the type of model. Generally somrageoof surface water is allowed. If the
storage capacity is exceeded, water is removedraitstantaneously, or routed through a

kinematic (or diffusive) wave description.

Descriptions of erosion are similarly split up sheols. The runoff-curve based models tend
to apply a variation of the Universal Soil Loss Btjon for erosion calculations. The current
version of PRZM contains three methods to estirsatieerosion: the Modified Universal

Soil Loss Equation (MUSLE), developed by William®9{5); and two recent modifications,
MUST and MUSS.

135



=

10

11
12
13

14
15
16
17
18
19
20

21
22
23
24
25
26
27

28
29
30

MUSS is specifically designed for small watershadd was selected for use in FOCUS:
MUSS: Xe= 079* (Q* qp)o'65 A%PK * LS*C* P

where Xe= the event soil loss (metric tonnes day
Q = volume of daily runoff event (mm)
O, = peak storm runoff (mm/h), determined from geneticra hydrograph
A = field size (ha)
K = soil erodability factor (dimensionless)
LS =length-slope factor (dimensionless)
C = soil cover factor (dimensionless)

P = conservation practice factor (dimensionless).

This expression depends primarily upon daily runofimes and rates as well as the
conventional USLE factors K, LS, C and P. It isyw&eakly dependent on the size of the
field.

USLE-based equations are intended to charactenigetérm (10 years) average yearly
erosion. Similar to the situation with runoff, thee of these equations for event-based
simulations is a significant extension of theimgimal use and, as a result, erosion
calculations using PRZM are not likely to predigtreme events. The FIFRA Exposure
Model Validation Task Force also included comparieberosion data with daily
simulations and concluded that the USLE routinedBRZM were sufficiently accurate to

support regulatory use.

The physically based schools of erosion modellirgba@sed on descriptions of splash
erosion, detachment by surface flow in sheet- dhfiow, deposition of particles, sorting
and changes in the top layer of the soil. The arinfactors which influence erosion are
slope, depth of water in the surface layer andaserfoughness. Erosion models such as
LISEM (http://www.geog.uu.nl/lisemand EUROSEM (Morgan et al., 1999) are based on
these principles. LISEM is implemented in GIS, mitUROSEM is implemented in a

network of planes and channels, thus both allowszidption of the surface topography.

The most coherent erosion theory has been develmpBise and co-workers, and is
described in, among others, Hairsine and Rose 113®Pa, 1992b, Rogs al (1994) Sander
et al, 1996, Parlanget al, (1999) Beuselinckt al. (2002). Furthermore, Ghadiri and Rose
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(19914, b) have investigated issues such as ergithratio based on particle sorting
principles and found that sorting does not fullg@amt for the enrichment of some nutrients
and pesticides seen in transported sediment. aldskey argue that the enrichment is due to
the fact that the highest concentration of compsus@n the soil surface or on the outside of
soil aggregates and that splash erosion "peelsioéf'enriched layers first. However, the
model mainly concerns itself with erosion, anddlescription would have to be combined
with other model components to be directly appliedbr simulations of transport of

pesticide to surface water.

The simple assumption included in the FOCUS Stam8ff scenarios is that the treated
fields slope uniformly toward adjacent surface watgh a maximum slope of 5% or less.
Steeper areas were assumed to be terraced to p&sslé landscape approach would
include a combination of different slopes, posstifferent combinations of soil, vegetation
and slope, surface roughness and detention storatfee surface. Furthermore, particularly
with respect to erosion, the location of depositiegions can strongly influence the amount
of erosion that ends up in the water body. A stdepe followed by a wide flat river valley
leads to much less erosion (due to sedimentati@am) & landscape with flat topped hills with
steep slopes leading to V-shaped valleys. Hipa$othat concentrate flow leads to more
serious erosion than landscapes that result illeestream lines or even spreads the flow.
Due to these effects, erosion loadings into surfeater are often very unevenly distributed.
The runoff and erosion routines used in FOCUS mseprepractical implementation of these

transport mechanisms and, thus, were recommendeddolatory assessments.

BOX 8

Runoff and erosion: Practical Step 4 refinemeritiwthe FOCUS modelling framework

Possible PRZM-specific refinements in runoff anukzm
Refinement of chemical inputs (which mayuieg additional experimental studies)
Selection of alternative cropping and amilan dates
Selection of simulation year
Use of probabilistic modelling
Attenuation of runoff and erosion due tofbukffects

Evaluation of potential formulation effects

(see also Table 2.1-2)
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Details of these refinements are summarised inef2bl-2 and are discussed elsewhere in

this chapter.

An inherent problem when dealing with runoff geniermand erosion at field scale is that the
conditions within the field may be influenced bgwl from higher parts of the catchment,
either through surface or subsurface flow. Secqritlyy models generally employed for
pesticide registration purposes are single coluradais, and they therefore represent one
slope with a uniform land use, and not the actaradi form or the vegetation cover adjacent
to the stream. There the processes modelled dtdeelle are a simplification of the more
complex interactions that occur at the catchmealiescAs described in section 2.1.3 on
catchment modelling, a combination of the presastturated zone-processes with a good

description of surface runoff and erosion, willueg some model development.

Runoff and erosion are, by nature, stochastic syamid serious events occur at irregular
intervals. In addition, the events are not genérateler “average conditions”, but tend to
become serious where water accumulates on areah varisome reason are sensitive (due
to textural composition, management, topography #tis therefore unlikely that one single
year will produce events of interest for all apation times and that average soil types and
slope will represent the worst case conditions.ufations over several years and perhaps a

range of conditions are thus likely to produce nret@ble results.

There are a number of relatively straightforwarfthements that can be made to refine the
runoff and erosion calculations performed by PRZI¥him the SWASH shell (for critical
characteristics, see Figure 1.2). Some of the simagghtforward options can be performed
within the FOCUS framework such as modifying cheahinputs. However, more complex
approaches such as the selection of the simulgganand more subtle aspects such as
influences of agricultural practices, soil charastecs, formulations and natural or imposed
buffers will require customised modelling. Curtgnan ECPA-funded group is developing a
simple Step 4 tool to facilitate calculation of Inég-tier aquatic exposure values, following
the recommendations outlined in the FOCUS SurfaageWscenario and FOCUS Landscape

and Mitigation Reports.

As discussed previously, the runoff and erosionines used in PRZM were originally
developed for use in providing longer-term estiragtiays to months) of these transport

mechanisms. Additional research and model devedopims needed to accommodate the
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regulatory need for simulation of aquatic concdrdres over short time scales (e.g. minutes

to hours).

As summarised in Table 2.1-2 and Box 8, the parara¢hat can be refined in Step 4

modelling are as follows:

Chemical inputs

The chemical input values that are likely to hahe greatest impact on runoff and erosion
are the degradation rates in soil and the sormto@fficient. Of these, persistence is likely to
be the most important property that influences ipidéfor environmental impact via run-off
(Burgoa and Wauchope, 1995). In addition, for fofipplications, the foliar wash-off rates
and half-lives may be sensitive. The current FOC&t®mmendation is to use geometric
mean or median values for chemical inputs. A nooraplete assessment could be obtained
by representing key chemical inputs (such as Kaksail half-life) as ranges with

appropriate distributions and performing probabdisnodelling.

The user has the opportunity of defining alterreipplication strategies. These may either
restrict or manage seasonal timing of applicati@estain application techniques may
effectively eliminate (or at least greatly redutt®) potential for run-off (e.g. incorporation of
residues entirely to a defined depth). In additibe, PRZM model has the capability of
simulating alternative application techniques tigtogareful definition of ‘CAM’ (Chemical

Application Method) settings. These are summarissdw:
CAM Description

1 Soil applied, soil incorporation depth of 4 cmehrly decreasing with depth

2 Interception based on crop canopy, as a strémghfunction of crop

development; chemical reaching the soil surfageasrporated to 4 cm

3 Interception based on crop canopy, the fractaptured increases exponentially
as the crop develops; chemical reaching the sdse is incorporated to 4 cm
— NOTE: This option is not enabled in the FOCUSs\@T of PRZM

4  Soil applied, user-defined incorporation deptEfD), uniform with depth

5 Soil applied, user-defined incorporation deptEfD), linearly increasing with
depth
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6  Soil applied, user-defined incorporation deptEFD), linearly decreasing with
depth

7  Soil applied, T-Band granular application, usefisted incorporation depth
(DEPI), use DRFT input variable to define fractmirchemical to be applied in
top 2 cm, remainder of chemical will be uniformhcorporated between 2 cm
and the user-defined depth - — NOTE: This optiomasenabled in the FOCUS
version of PRZM

8 Soil applied, chemical incorporated entirely idepth specified by user (DEPI)
(modified CAM 1)

9 Linear foliar based on crop canopy, chemicalmewrthe soil surface
incorporated to the depth given by DEPI (modifieMC2) - NOTE: This
option is not enabled in the FOCUS version of PRZM.

Selection of application dates in the FOCUS scersari

In some cases, it may be difficult to use the mi&iApplication Tool (PAT) in MACRO

and PRZM to correctly select appropriate applicatiates. A herbicide with a single fall
application allowed by one or more spring applmwasi can be awkward to handle using PAT.
Therefore, it may be necessary to create the apptepnput files using SWASH and then
edit the application dates to adjust the selectdaes as appropriate to represent the actual
chemical use pattern. In order to confirm the rasglapplication dates still fit within the

rules used by PAT, it is necessary to either mdyghkeck the met files or else to separately

run fall and spring applications and use the sedstates selected by PAT.
Selection of simulation year

Within the FOCUS Step 3 scenarios & Bp@rcentile year was selected on the basis of funof
and erosion from two crops; winter wheat (non-ategl) and maize (irrigated). There are
several possible justifications for selection ofadternative representative simulation year
such as complex application timing, unique chenteddaviour or distinctly different
irrigation patterns than those assumed by FOCU&dGct of modelling to consider
behaviour and transport potential over a broadee-scale could also be useful by providing

probabilistic exposure assessments.
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Where long-term weather datasets or statisticaaa#able it may be possible to consider a
relatively simplistic approach to help charactegsent occurrence potential. The following
approach has been proposed by Cddteal. (1995): “Choose one or more intense rainfall
events of a known recurrence frequency (e.g. ardtyrn, 24 h storm event. ‘Apply’ the
pesticide shortly before the event and computetbbability of the two events co-occurring
and present the probability along with the reslults.

Modelling of mitigation measures related to rureifl erosion

Figure 2.2-3 summarises the major factors of relegan relation to surface losses.
Pesticide may move with runoff in soluble form sreaosion. The most common mitigation
measure is vegetative strips of different formdf@nstrips grassed waterways), where water
may infiltrate and sediment settles. However, #ieo measures reducing erosion, such as
use of cover crops, increased detention storagéfants to increase infiltration all reduce

erosion.

Figure 2.1-3 Major factors influencing runoff and erosion

P { Rainfall intensity . + Variations in slopeitopography at water body margins
_ and duration _/ + Climatic data
ey e e  Variation in soll properties or texture resuiting in
differences in adsomption/desorption, degradation rate,
etc.
- Tillage practices, presence of crop trash
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Simulation of buffer strips (vegetated filter s&jp

As discussed in the mitigation section of this refieee Section 1.4), there are several
possible methods to mitigate runoff and/or erososses from treated fields. In this section,
various approaches will be summarised to charaetehie efficacy of buffer strips in

reducing runoff and erosion. Vegetated buffepsthave been demonstrated to intercept
considerable amounts of surface run off (Harri@5tJones, 1993; Patgy al, 1994;

SETAC, 1994). There are inevitable questions sumding the practicality of enforcement of
some of these mitigation measures and their agplittawithin a European and Member
State regulatory context is discussed in this regplsewhere (see Section 1.4). However, the
recent emergence of remote sensing techniques roaiglp a means of demonstrating the
mitigation potential of vegetated buffer stripshiit landscape-level aquatic risk assessment

exercises.

When considering using buffer zones as a mitigateasure, supporting field studies or
existing regulatory benchmarks should be citedufzpsrt the proposed buffer efficacy
values. When considering evidence from field stsda useful starting point is the review
undertaken by Wauchope et al. (1995) and the studentioned in Volume 1 of this report.
Within the review by Wauchope, it is pointed outtthere are a number of factors that must
be considered with care in both the design andpregation of field studies, including the

representivity of:
* Weather conditions
» Cropping practices
» Pesticide application practices
» Tillage practices

* Local agricultural management practices

Benchmark values for the mitigative efficacy of g&give filter strips have been developed
to support national registrations in Germany. Ehesnchmark values are used in
conjunction with a surface water assessment madiellcEXPOSIT (Winkler, 2001). A
summary of the selected buffer efficacy valuesGermany is provided in Table 2.1-4.
Based on these values, the reduction efficien@ngfmargin width can be estimated using

the following empirical relationship:

Reduction efficiency (%) = 100 - {¢f83Margin width +2.00)
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Table 2.1-4 Summary of vegetative filter strip eff

Germany

Distance (m)

Vegetative filter strip
(Randstreifenbreite) reduction

efficiency
0
50
10 90
20 97.5

iciency proposed by Winkler (2001) for use in

EXPOSIT assumes that while a reduction in runoftin® reduces the mass of chemical

entering the ditch, it also decreases the totalmel of water (runoff water + resident ditch

water) in which it is diluted in the destinationteabody. For this reason a 50% reduction in

runoff volume may not equate to a 50% reductioREC values. As a consequence, if this

benchmark approach is employed as a basis for higdrenodelling at Step 4, it is necessary

to consider both a reduction in the mass of chdmiecd associated volume of water

delivered into these destination water body. Aameple of an EXPOSIT calculation is

provided in Table 2.1-5 to illustrate the impactiué volumetric adjustmentNote that the

general principle of areduction in runoff volume alongside the reduction in chemical

loading should also be applied for calculations using the buffer efficacies recommended
for useat Annex | (Volume 1, Section 3.5.2).

Table 2.1-5 EXPOSIT calculation of the efficacy of

vegetative filter strips

Vegetative filter strip width

Parameter Om 5m 10 m 20m
VES efficiency (%) 0% 50 % 90 % 97.5%
Volume of run-off water (m®) 100 m* 50 m® 10m? 25m°
Concentration in runoff (ug/l) 3.64 pg/l 3.64 ug/l 3.64 pg/l 3.64 pg/l
Volume of ditch (m®) 30m? 30m? 30m? 30m?
Combined volume (m®) 130 m* 80 m* 40 m® 32.5m®
Adjusted volume to address flowing 260 m® 160 8om? 65 m°
water conditions* (m®)
Final concentration (ug/l) 1.4 pg/l 1.14 pg/l 0.46 pgl/l 0.14 pgl/l

* A pragmatic adjustment factor of 2 is used in EXPOSIT to address flowing water conditions

143




aa A~ WDN -

© 00 N O

10
11
12
13
14
15
16
17
18

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

BOX 9

Mitigation of runoff and erosion: Practical Steprdfinements within the FOCUS modelli
framework

Method 1

A relatively simple approach to perform Step 4 nilig of the effects of buffer strips on
attenuating runoff and erosion is to post-prockesStep 3 *.p2t files created by PRZM for
subsequent use by TOXSWA as Step 4 calculatioh® pfimary influence of buffer strips i
to reduce the mass loading of chemical enteringcauljt surface water bodies via runoff
and/or erosion. Viewed mechanistically, buffereemitigate runoff by intercepting a
portion of the runoff volume as well as sorbing saoh the dissolved chemical. Buffer zong
reduce erosion losses by intercepting and retaimipgrtion of the transported sediment
which contains bound chemicdlhus, reductionsreported in Volume 1, Table 7 apply
both to the volume of runoff water and the loading of dissolved-phase or sediment-
bound pesticidein that runoff. Thus, for example, a 60% reduction in dissolved
pesticide load will result in a significantly smaller reduction in the predicted
environmental concentration because the volume of runoff water (and thus part of the

dilution capacity) isalso reduced by 60%.

Before attempting to simulate the effect of bufenes in mitigation runoff and erosion, it i

important to understand that TOXSWA uses the catedl runoff volume reported in *.p2t

UJ

files to determine the volume of runoff entering thater body both from the treated field and

from the appropriate upgradient catchment (only pawhich will be treated). As the
FOCUS surface water scenarios are abstracted sspadi®ns of reality, it may be difficult td
justify an assumption that vegetated buffers aig applied to part of the upstream
catchment; buffers are a long-term investment farmer and thus will likely be applied
across all fields likely to be cropped with a paurtar system that requires the buffer. Thus,
the most appropriate way to simulate the effectsuffier strips using TOXSWA is to reduce

the flux of runoff and/or erosion using the apprat@ mitigation factors described elsewhe

in this report and to also reduce the runoff volsrmoalculated at Step 3. This approach will

be conservative in all cases because 1) vegetaftéetHwill seldom be deployed across
100% of an upstream catchment, and 2) some otiaffrwater intercepted by the buffer
will be routed to surface water. The assumptioractbe further refined on the basis of
landscape analysis and/or evidence of agronomutipea probably involving the use of a
catchment-scale model. In such cases 1) all as=asreed to be treated with the pesticide

under consideration should be subjected to thectemuin runoff volumes, and 2) the

[e
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assessment will need to consider the extent tolwhicoff intercepted by the buffer is purg

of pesticide residues prior to any movement tosxgfwater.

Independent work has been undertaken by ECPA teloleva modelling tool called
SWAN. The software operates within the framewdrihe existing FOCUS surface
water scenarios and supports Step 4 calculationagh changes to input files for
PRZM, FOCUS and TOXSWA. For example, the systeowalthe user to
incorporate mitigation of spray drift or surfaceoff or to add in exposure via air
where this is known to be a significant route ofimnmental exposure. SWAN is

freely available to users (contagerhard.goerlitz@bayercropscience.¢om

Method 2

A second method of modelling the efficacy of bu&ips again involves a separate

simulation of chemical transport through buffeipstr In this approach, the runoff and
erosion values are treated as areal applicatiotigetbuffer strip in a second PRZM run. The
runoff and erosion amounts generated from the bsffg can then be read by TOXSWA tg

create Step 4 results.

Mufoz-Carpena et al. (1999) developed a theorediestription of the hydrology and
sediment trapping of a buffer strip. Changes ateutated as the water and sediment runs
along the surface of the field and through the doutrip. Differences in slope and roughness
(due to vegetation) are described. The overland §obmodel is based on the kinematic
wave approximation, and the infiltration is desedtby a Green-Ampt equation for unsteady
rainfall. The model describes the sedimentatian thkes place at the upper end of the
buffer strip due to the change in roughness anatitglof the water. This leads to the
formation of a wedge, starting already on the uee of the strip, and after the wedge a
zone where suspended load may be trapped. Thegwrixclearly dependent on the particle
sizes transported. The model, however, only waiikis a median sediment particle
diameter. Even relatively narrow grass strips rezr@eonsiderable amount of sediment. In
experiments by Mendez et al.(1999), 4.3 and 8.5ide filterstrips removed 82 and 90 % of

the sediment load. Most of the sediment is fillieo& in the upslope portions of the strip.

The model does not currently include pesticideaddition to the described model, it would

be necessary to include a description of advedispérsion of pesticide in the runoff,
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sorption/desorption to particles, and perhaps sorfatesorption to the vegetation. The main

issues would be to differentiate between (Mendez.e1999):

» Transport of particulate organic material is higbtyrelated with sediment
detachment and transport, and it therefore tenéldltw the sediment deposition

already described. This is likely to be similar faghly sorbing pesticides,

» Anions that are removed primarily by runoff andltréition rather than via

sorption to eroded sediment, and

» Cations that are removed from runoff by a combaratf infiltration and
adsorption to the soil, sediment and organic mattére filter strip. Removal of
ammonia-N in the above experiment was 56% and &sfgectively for the two

filter strip widths.

Erosion models are commonly event-based modelslitdecemphasis is given to what
happens between events. In this case, howevedetiradation of the pesticide in the strip
may be of interest, as a long-term accumulatiopesticide in strips near water-bodies could
be undesirable. If the USLE equation is used &bcudation of erosion, cover crops
influence the C-factor, and terracing, contourieation and the like, the P-factor in the
equation. Infiltration is not easy to deal withtie USLE, but some of the “clones” of the
USLE use runoff indicators instead of the rainfafitor. The runoff curve number used for

estimating runoff could, however, be affected.

Until a physically based model is available, thieetfof buffer strips may at best be

described on an empirical basis using one of tlleRRZM-based methods covered above.

Unsaturated zone flow

The FOCUS drainage scenarios rely on the MACRO irfode&escription of transport in the
unsaturated zone. MACRO is very close to a sththesart model with respect to the
description of unsaturated zone flow. The modékised on Richards equation for flow in
the soil matrix, similar to several other physigdlased root zone models. The description
of macropores is comprehensive, allowing exchamgeden matrix and macropores at all
levels. The model allows definition of a rangdaer boundary conditions, including field
drains. Compared to other root zone models witbrogores, there may be differences in

the proportion of water that is expected to indil&, in the description of exchange between

146



N

N oo o b~ oW

10
11
12
13
14

15
16
17
18
19
20

21
22
23
24
25
26
27
28
29
30
31
32
33

macropores and matrix, and in the exact way draimagescribed. However, the concepts

implemented are generally well accepted.

Solute transport in the soil matrix is based onatieection-dispersion equation, which is
also well established in solute transport modellilgMACRO, dispersion is set to 0 in the
macropores, as convective transport is expectddnonate. As for the water part, there
may be differences in the manner in which the emghaof solute between macropores and

matrix is described in different models.

Drainflow

Drainage is described as a lower boundary condittanroot zone model — or, in
groundwater models as a process in the uppermgast ¢d the groundwater. The process is
generally initiated when groundwater raises abbeadrain depth and the process is driven
by the height difference between the groundwatdrthe drain, and a drain constant is used
to determine the speed with which water enterglthas. In some models, the rate of

drainage is controlled by the hydraulic conducyivdther than a drain constant.

It is sometimes observed in fields that drainagauccbefore the groundwater rises. These
early events may carry rather high concentratidnesticide. It is thought that this may
occur if layers with significantly lower hydraulconductivity appears near or just under
drainage depth. The layers above may saturate atef @rain off, although the general
groundwater level has not yet responded. Root nwgels seldom describe this type of

event.

For model simulations at the field scale, a sirsgl# column is generally selected to
represent an entire field, meaning that only on®fBansaturated zone parameters and one
set of lower boundary conditions represent thel faginditions. This may be reasonable for
small areas, where the objective is to identifyféefive parameters” to represent an area.
However, it is quite difficult to simulate "averdgdrainage conditions with a single root
zone model. In nature, water moves horizontallwel as vertically, meaning that it moves
in every direction in which moisture potential geads are generated. This can result in
complex transport behaviour. In a typical rooteomodel, only vertical flow is allowed in
the soil, meaning that it has a tendency of ovanading drainflow and evaporation at high
points, and underestimating drainflow and evaponaitn low points. The wet soils are
usually much more prone to macropore flow, andayeiconditions may thus underestimate
the transport. To catch the differences within elwaent with drained soils, a coupled

groundwater/surface water model is required.
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Drainage parameters which are subject to refineniethe FOCUS step 3-scenarios

As summarised in Box 10, the number of paramelasdre subject to refinement in
drainage modelling is significantly smaller thartlie case of runoff modelling. Similarly,
there are significantly fewer options that can besidered when attempting to introduce
mitigation. Issues such as refining chemical ingund application timing have been
discussed in the preceding section. An exampie-elvaluation of the site characteristics is
given in Volume 1 Appendix 3, and influences ofmoitations have been discussed
elsewhere in this section. The use of probabilighniques are briefly discussed in Section
2.1.4. Many of these principles are also applicablérainage but require an appreciation
that these transport mechanisms are driven by gsesethat occur over different temporal
scales. Drainage is generally viewed as a seapbiealbomenon and significant restrictions on
application timing are sometimes necessary to dgite credible and effective mitigation

potential.

At Step 4, further modelling may be required ineartb gain a more complete understanding
of the conditions under which drain flow may be ecged. It is of critical importance with
this route of entry to gain a clear understandintpe duration of drain flow and exposure
and how drain flow contributions may be dilutecititie destination water body. Depending
upon the chemical and crop being evaluated, it bgagtppropriate to evaluate alternative
soils that are known to be associated with the ofapterest (Volume 1, Appendix 3. The
interaction with groundwater variations over a batent as such does require consideration

at a step 4-level.

As for runoff, a single year will not representaatular percentile of risk for all
compounds, due to the difference in applicatioretand chemical properties. Macropore
flow, for example, will be heavily influenced byetloccurrence of rainfall close to
application timing, but also by the moisture coiaatis in the soil at the onset of the event. In
order to obtain a broader context it may be appatgto run the model over a number of
years to evaluate the probability of the selectedther year for a specific pesticide.
Probabilistic modelling (discussed in Section 2.bdhydrological modelling at catchment
scale may be patrticularly useful in developing aer@mplete understanding of the context
of drain contributions to exposure within the larajse. For further information on drainage
behaviour and its interpretation can be found enftilowing references: Armstrong and
Harris, 1996; Armstrong and Jarvis, 1997; Gosd.£1883; Harris et al., 1991, Harris et al.,
1994; Robinson and Armstrong, 1988; Wesstrom g2@01
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Mitigation strategies

Because many drained soils are susceptible to iogekd macropore flow there is great
potential for rapid transport into sub-surface olagie systems. Field research programmes
designed to investigate drainage losses and thesinde of macropore transport mechanisms
(including the well-known research programmes atéd in the UK at Brimstone Farm — the
basis for FOCUS Scenario D2) have considered atyaof mitigation techniques to reduce
the environmental impact of drainage. For exammerid (1995) considered restriction of
subsurface drainage to periods when the water veddepresent in the soil profile, thereby
reducing the impact of losses to drains throughlking clay soils. There are, however, very
few practical and enforceable regulatory mitigatotions open to notifiers seeking to
reduce exposure potential where drainage is the sigisificant route of entry. Other
approaches include tillage practices that may amfte drainage potential as described by
Brown et al. (2001) where the authors have poiotgdhat these and other approaches
require further research in order to determine t¥edr not these represent practicable
management options in heavy clay soils. It shoeldidted that the most recent version of
MACRO (Version 5.0) permits simulation of the etfof tillage on drainflow. Mitigation

methods may have an impact on product efficacystwodild be considered with care.

In Denmark, drained meadows are converted intoandt by disconnecting the drains before
reaching the stream and leading the water to mesidtoarder to enhance denitrification.

The practice is also likely to influence the padeccontent of the drain water as the
compounds are moving through both oxidised and iarmmnes as well as through
vegetation. The effect of this practice on pesédidnsport has, however, not been

quantified.
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BOX 10

Drainage: Practical Step 4 refinements within #@CUS modelling framework

Possible MACRO-specific refinements in drainage
Modification of GAP (e.g.reduction of applicatioate)
Partial treatment
Formulation change
Soil drainage susceptibility
Change in application timing
Site cropping (untreated strips)

Simulation of effects of tillage (e.g. with MACRO®
Crop rotation

Capture and mitigation of drainage water

Leading drainage water through artificial wetlands

(see also Table 2.1-2)

Note: consideration of the above for risk mitigatiwill be very compound- and use-specific

and subject to discussion with Member State regotatuthorities

Colloidal transport

A potentially significant transport mechanism thlsaturrently not included in the FOCUS
surface water assessments is transport of pestoithed to fine sediment and colloids via
field drainage. Reported losses of dissolved tnagred particles through drains range
between 15 and 3010 kg/hal/year (dygarden et al;IBx@wn et al, 1995; Kladivko et al,
1991; Bottcher et al, 1981; Schwab et al, 197He tal losses of hydrophobic pesticides in
two reported studies were between 0.001 and 0.2tecdipplied pesticide (Brown et al,
1995; Villholth et al, 2000). Between 6 and 93%ilo§ amount was sediment bound. In
field experiments, total losses of applied dosgsenidimethalin to drains averaged 0.0013 %

for two sampling seasons (Holm et al., 2003).
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A quantification of the importance of drains ford#tn of fine particular material to the
streams has shown that the drains on average lvat&r29% of the sediment and in single
intensive rainfall events up to 70% of the totalddo a stream (Kronvang et al, 1997) under

Danish conditions.

The 6% loss in the sediment phase found by Viltheltal (2000) was associated with a load
of sediment of only 50 g/ha/mm, which amounts tpragimately 35 kg/hal/year. Laubel et

al (1998) found a loss of 120-440 kg/ha/year onstrae site during other periods. The
pesticides used in Villholth et al (2000) (proclapy and in Brown et al (1995) (trifluralin)
had similar sorption capacity {Kof approximately 10,000). The 78% recovery in the
particle phase observed in Brown et al (1995), h@nemay be overestimated as trifluralin is
relatively volatile and hence a significant fractiof the dissolved pesticide may have been

lost.

In the study by Holm et al. (2003), 67 drain wegamples taken from an experimental area
had contents of pendimethalin above the deteciioit. IFor these samples, between 0 and 30
% (on average 10-15 %) of the pendimethalin foumdrain water samples was associated
with particles larger than Opim (nominal filter size). Samples taken from two 3&n
catchments showed pendimethalin contents in thicplate phase, abowa 0.2um, of 66

% and 36-46 %.

There was a strong correlation between particléectrand pendimethalin concentration at
the experimental area. Modelling of the observatiivom the site indicated that for strongly
sorbing compounds, such as pendimethalig ¢K10000-18000), particle-facilitated
transport would completely dominate the leachirgugh the unsaturated zone to the drains.
Even for less hydrophobic compounds, particle-fatéd transport could still be a very

important transport mechanism through the unsatdradne.

The description of colloid transport, and transmdnpesticides with colloids is still at the
research stage. In principle, the process has maudb with generation of particles for
erosion. It is likely that the occurrence of pasigeenriched particles in the beginning of an
event as found by Ghadiri and Rose (1991, a amsldy)e to sorption to the surface of
aggregates (also considered the reason for sipelaks observed for colloid transport).

There is general agreement that the particlesemmergted at the surface.

Particles with sorbed pesticide are then transgdhteough macropores into the soil. The
matrix acts as a filter and removes most of théigdas that enters here. However, when the

colloids enter a drainage system or a stream, siderable part of the pesticide desorbs from
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the colloids due to the low concentration of calkin the drainage water. It is therefore not

that easy to quantify the importance of the prot@s®d on monitoring data alone. Samples

should be analysed as quickly as possible aftepkagnto avoid dissociation. A mechanism

of colloidal transport is included in the currenARIRO model but there is generally

inadequate data for parameterization, especiatlyefgulatory evaluations.

BOX 11

Colloidal transport: Practical Step 4 refinememtghin the FOCUS modelling framework

Because colloidal transport is generally regardestid at the research stage, it has not be

included in the FOCUS process. Inclusion of thicpss has the potential to increase the

transport of highly sorbing compounds to drains parad to current FOCUS simulations.

Transport in water bodies

The water body considered may be a stream, a ditalpond. Streams and ditches can be

described with the dynamic wave description, s@wartically integrated equations of

conservation of continuity and momentum (the ‘S&lehant” equations):

9Q,A_
ox ot
o(a iz)

where,
Q = discharge
A = flow area
q = lateral inflow
h = stage above datum
C = Chezy resistance coefficient
R = hydraulic or resistance radius
a = momentum distribution coefficient
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The equations are based on the following assungtion
» the water is incompressible and homogeneous,egigible variation in density,

» the bottom-slope is small, thus the cosine of tigdeait makes with the horizontal

may be taken as 1,

» the wave lengths are large compared to the watghd&his ensures that the flow
everywhere can be regarded as having a directillgieto the bottom, i.e.
vertical accelerations can be neglected and a Btalio pressure variation along

the vertical can be assumed,

« the flow is sub-critical.

For small streams and ditches, the flow is desdrdsone-dimensional. However, models
exist that also deal with supercritical flow and able to solve the equations in up to three

dimensions.

For stagnant water bodies, the vertical distribubbsolute in the water column may become
more important. Generally, small waterbodies ardetied as a single compartment,
assuming instantaneous mixing of the water in thredp However, immediately after
spraying, pesticide reaching the water body magdmeentrated in a film on the surface and,

if the pond is dominated by macrophytes, the rataiging may be reduced.

The one-dimensional (vertically and laterally iregigd) equation for the conservation of

mass of a substance in solution, i.e. the one-diinanl advection-dispersion equation reads:

ag_tc +a;g_xc —%(AD%) = —AKC+C,q
where
C = concentration,
D = dispersion coefficient,
A = cross-sectional area,
K = linear decay coefficient,
C = source/sink concentration, g the lateral inflow
X = space coordinate and
t = time coordinate.
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The equation reflects two transport mechanisms,istthe advective (or convective)

transport with the mean flow and the dispersivadpart due to concentrations gradients.

The main assumptions underlying the advection-dispe equation are:

» the considered substance is completely mixed dwecitoss-sections, implying

that a source/sink term is considered to mix irtsta@ously over the cross-section
» the substance is conservative or subject to adidsr reaction (linear decay)

» Fick's diffusion law applies, i.e. the dispersix@sport is proportional to the

concentration gradient.

If instantaneous mixing is assumed for a pondatheve equation does not apply because the
assumption of total mixing essentially createsnglsi compartment. If sediment at the

bottom of a pond or a stream is considered, thieresd should be described as at least one
and preferably several layers in order to obtaatisgc distributions of pesticide in this

compartment. Advection and dispersion then takesepnto the pore water of these layers.

BOX 12

Transport in water bodies: Practical Step 4 refirmts within the FOCUS modelling

framework

Key assumptions subject to refinement

Catchment characteristics
area, percent treated, hydrologytiapdistribution of treated fields, temporal
distribution of catchment and edgdield loadings

(see also Table 2.1-1)

=

The upstream catchment, its cropping and pestiogke are all highly simplifieg
within the Step 3 scenarios. Modification of thesamptions may be a simple

refinement at Step 4 where they are shown to devietrkedly from reality (e.g. fa

=

applications to specialised crops). EFSA (200@)gsst that such changes may|be
better accommodated within the more realistic fraor& of catchment-scale

modelling.

The key refinements in simulating transport inweter bodies are primarily focused on

adding realism to the upgradient catchment in tream scenarios. The Step 3 catchment
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assumptions are very conservative and typicallyltés peak aquatic concentrations that can
be significantly higher than typical monitoring uéis in catchments larger than 100 ha.
Reasonable refinements in the catchment dimensspasial distribution of treated fields and
temporal distribution of loading events will createre realistic concentration profiles in

streams.

2.1.3 Catchment scale modelling

The FOCUS surface water scenarios represent acuétgral field using a single

combination of soil, weather and boundary conddioffhe simulated area is assumed to
have a single crop grown on it and all spraying$alace simultaneously. The upper
catchment of the stream is assumed to be hydrahgiequal to the column modelled, but

80 % of the upstream catchment is assumed to rayed. In reality, the conditions within

a catchment differ spatially, especially as lagmales are considered. Several soil types may
be present, topographic variation can influencéaserflow patterns, chemical applications
can occur at various times and the exposure ddttieam can vary due to surrounding
vegetation and so forth. To capture this spatdlt@mporal variation in more detail, a

catchment model is required.

As a part on an ongoing research project in the &ieview of various models was
performed to assess their suitability for use ittlmaent modelling of runoff (White et al.,
2003). As shown in Table 2.1.3, the authors of teview concluded that potential models
for use in catchment modelling can be divided thtee groups: one dimensional leaching
models which lack the capability of simulating suweé processes, field-scale models which
simulate runoff but have limited capabilities ahsilating flow routing or spatial
heterogeneity and finally, various types of catchtmodels which simulate both surface
processes as well as spatial heterogeneity. éudicussion in this section will focus on

describing examples of this third class of catchimeodels.
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Table 2.1.3

Classes of hydrological models consider

ed in the TERRACE review

Type of Model Examples Potential Use for Catchment Modelling
One-dimensional (“unit area”) CHAIN_2D No. All of these models lack the capability of
soil column leaching models CMLS simulating surface processes (e.g. runoff and

canopy interception)
CRACK-NP
LEACHM
MACRO
N3DADE
PESTLA
PESTRAS
PEARL
SLIM
TETrans
VarLeach
Field-scale models of CREAMS No. All of these models are limited to field-
hydrological flow, and nutrient EPIC scale simulations and do not provide
and/or pesticide fate representation of flow routing to low order
GLEAMS streams and ditches. In addition, they do not
Opus provide adequate representation of spatial
PELMO variability typically present in catchments.
PRZM
RZWQM
Catchment-scale models of AGNPS All models include capability of flow routing
hydrological flow and nutrient ANSWERS-2000 and spatial heterogeneity. Recommended
and/or pesticide fate. models for further development within
HSPF TERRACE project include:
MIKE-SHE
SWAT SWATCATCH , a relatively simple empirical
SWATCATCH model

SWAT, a conceptual model, recommended for
use as the default

ANSWERS-2000, a complex physically-based
model

~N o o b~

oo

10
11

Short description of the structure of and inpud foatchment model

process descriptions differs too.

In the field of hydrology, distributed modellingénatchment models have been used for a
considerable time. The models used differ in comipten the description of different

hydrological compartments. If solute transpornidiided, the level of complexity of the

The MIKE SHE model (Figure 2.1-4) is an examplaafatchment modelling system and

will be used in the following to exemplify the igsiof relevance in catchment modelling.

156




© 00 N o O

10
11
12
13
14
15

16
17

18
19

Figure 2.1- 4 Schematic description of the catchme  nt model, MIKE SHE
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A catchment model includes a description of the rome. The description resembles that of
PRZM or MACRO (depending on the type of model). ldoer, several soil columns are
parameterised to describe the distribution of gperties over an area. Similarly, climatic
data and land use information is given a spatsttithution. Soil properties are usually
measured at given points, and usually soil mapsised to generalise the point
measurements. Newer techniques such as EM38, prg\8dil maps on the basis of geo-
electrical measurements improve the ability toapotate from point measurements to a
spatial distribution. A soil type is also charatged by its content of organic matter and its
moisture retention properties. For pesticide maagllvalues related to sorption and
degradation of the compound therefore becomeshiiséd together with the distribution of

the soil properties.

To generalise climatic information, Thiessen polygor isohyet lines may be used to

determine the spatial extent for a particular megagtstation.

For vegetation, the distribution in space can lerd@ned from maps, air photos and satellite

information or based on statistics.
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One major difference between the FOCUS surfacensatmarios and catchment modelling
is that a catchment model is linked to a groundvaiedel, meaning that groundwater is
explicitly modelled. In the FOCUS-scenarios, growater flow is mimicked in a very simple
way. Catchment models may, however, include groaemthrough a full 3-D description or
as a number of linear reservoirs. The linear regedescription interprets the groundwater
as a "bathtub” where water from different partstef catchment is mixed, and this

description is therefore not appropriate for dethgolute transport.

For the models with a 3-D representation, theaaitissue may still be the size of the
computational units. Where the unsaturated zoneetaddnd to work with computational
layers of maximum 10 cm, groundwater models arekingrwith layers of several meters.
Simulated peaks thus tend to flatten out rathdrdas to dilution. Particularly in the upper
part of the groundwater, generating drain flow, diseretisation of the calculation layers

thus has to be done with caution.

A groundwater model is built upon the basis of Eldé geological information from
boreholes, geophysical investigations etc. Alsdlics type of information, it is a key issue to
distribute point information in space, and geo-leecneasurements may assist in
generalising borehole information to profile or 33Bological models. In areas with
important interactions between surface water andrgiwater (which is often the case near
surface water bodies), the dynamics of the unstirsone are significantly influenced by

the level of variations in groundwater.

The catchment is linked to a river model that déssrthe flow in the stream from inside the
catchment to the outlet. Water is routed throughsystem from calculation point to
calculation point, according to the cross sectminbe stream, the roughness and the slope.
Figure 2.1-5 shows an example of a hydrograph geéeeéwith MIKE SHE for a small

Danish catchment. In this particular catchmentindiltaw, groundwater levels distributed

over the catchment and stream flow are all wellcmed .
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Figure 2.1- 5 Measured and simulated flow (m
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Major differences between a catchment model andititde-column models

The main differences between the present scenams catchment model would be

the distribution of climate, vegetation and sobperties over the catchment,

the possibility to distribute input such as locataf fields, time of spraying and
spray drift. Spray drift could, for example, be nimdl according to occurrence of
natural buffer zones in the landscape and expasiitee waterbody due to wind

direction,

the varying conditions with respect to the loweudary of the soil columns. As
the upper part of the groundwater model produce®tundary condition or the
columns above, the conditions are influenced bygtheeral topography. Water
runs horizontally between grid points in the growater model, and may
accumulate in lower areas. This particular factaeds to considerable differences
in macropore flow between different root zone catgiras macropore flow is
induced more often in the wetter areas. Drainagds selectively activated

according to where the groundwater rises above dieael.

In short, the modelling approach catches more wranavithin a catchment, meaning that

some areas will be less vulnerable to transportgsses but others may be more vulnerable

that a single column approach will reveal.

With respect to the different transport pathwalgs, following issues may be considered:

Drift is described by the same empirical equationsisiéliel. It is, however, relevant to

consider the assumptions further. The stream icaiehment may wind its way through

the catchment. The drift received by the streanspgeaare meter, however, should be

corrected to ensure that the maximum value, equéiitt perpendicular to the field

boundary, is not exceeded. Other consideratiotigsatevel are:

a) How large a part of the catchment should bayga at the same time.

b) As it physically takes time to run a tractoeow larger area, how large a window

should the spray drift be divided over.

c) Should existing (natural or non-natural) buiZenes be kept in the modelling

exercise? and if yes, how to incorporate the vianah degree of protection over

the catchment.
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Dry depositiorbecomes more relevant at the catchment leveleast as larger areas are

sprayed with a particular compound. The generakissire as described in Section
2.1.2.2, but at this scale, it is necessary toideniow to deal with a patchy spraying
pattern, if it is not assumed that most of the luakent is sprayed. In addition, the
emission and transport processes do not respetincant boundaries, and the area
defined as “relevant for dry deposition calculastbmay therefore be somewhat

arbitrarily determined, if no natural border susheaforest provides a border.

Runoff generation and erosioAt the catchment scale, it is natural to moveyafam the

single column-models towards a distributed desiompof runoff generation and
movement of water and sediment along the soil sarfahis allows the inclusion of
topographic features in a much more realistic mativan in the existing FOCUS step 3-
simulations. This refinement will not address h# timitations affecting runoff, since
models do not currently exist that include all velat process descriptions related to
pesticide transport with runoff and erosion. Thaljough some processes can be dealt
with in a deterministic manner at this scale, tfieat of mitigation measures such as

buffer strips may still have to be handled at Igestly empirically.

Issues of scale are highlighted with erosion agssssents increase to the catchment
scale. While the catchment may be measured in sdilametres and the field in
hectares, the detailed simulation of flow throudtuéer strip may require calculation
points spaced no further apart than e.g. 0.5 mil&iy the demands on the topographic
resolutions may be high if actual flow patterns amder depths are to be simulated. The
EUROSEM model handles this through assembliesasfgd of channels for which the
size is defined individually. Most other approaches calculation units of a fixed size,
which then either results in difficulties in disaggating features or in high

computational times.

Colloid transport Holm et al.(2003) produced a colloid model whiedis introduced into a

catchment model for pesticide simulation (Styczeal.€2004a). While it was possible to
calibrate the colloid generation at plot scaldheasstrange results were generated at the
catchment scale, because the catchment modellkdss dhe particles to be transported
across the surface. It is very obvious that colfamtels should be more closely linked
with erosion models to yield sensible results wtiencolloid generation is scaled up,
both with respect to effects of crop cover, filtgyiof particles along the soil surface and
deposition. Secondly, it was clear that more werkeguired to describe the generation

of particles, and possibly the enrichment processrder to produce good results.
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Issues, such as that the transported colloids mataim more than average organic

material may also be important for the final trasr$galculation.

Transformation process descriptioast as sink or source terms at each calculationt po
the model, similarly to calculations at field scalae descriptions themselves remain
the same. An issue of particular concern at thagesis, however, how the processes
should be parameterised in the groundwater. Dieetdact that pesticides may be
characterised by greater residence times in groateiw it is quite important that
persistence and sorption behaviour within the sé@drzone is defined accurately,
otherwise significant under- or over-estimates meylt. It makes a significant
difference for the concentrations simulated dovesstr in the catchment, particularly
during low-flow situations as these situations temte significantly influenced by
groundwater. Presently the FOCUS recommendatitivaisno degradation takes place
below a depth of one meter. Research evidence gingiged picture. There is evidence
that some pesticides degrade more rapidly undelised conditions and others under
reduced conditions. In order to perform higher-tiécchment modelling including fate
in groundwater, it is appropriate to obtain expental data for the rate of degradation
in subsoils and/or groundwater. As sorption usualimodelled as a function of organic

content, the sorption potential at depth is usualgtively low.

Intermediate Complexity Catchment Modelling Tecluas

As discussed earlier within this report there aneiiaber of assumptions embedded in the
FOCUS Surface Water modelling framework regardiog the upstream catchment is
recognised and its role in edge of field assessrisrsimulated. These are necessarily
somewhat simplistic in nature and, as a consequénoay be necessary to consider more
sophisticated modelling techniques. The value affeaent modelling in developing a more
complete understanding of hydrology and chemichblmur within a catchment is
illustrated in a case study (Volume 1 Appendix\Rjthin this case study a thorough
characterisation of the catchment enabled sophtsticmodelling of chemical behaviour and
exposure to be conducted employing the Danish Bdst®del. More information on
sophisticated modelling techniques like these aedgsues associated with their use is
provided later within this chapter. While these ®itidg approaches are hydrologically
highly robust, they unsurprisingly require exteesilatasets in order to adequately

parameterise a given catchment prior to simula#dmpresent such detailed datasets are
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available for a relatively small group of catchnsestipporting field research activities.
Unfortunately, data on a suitable catchment to stppmulations of a specific crop and use
may not be readily available. Further, it may netcbnsidered cost-effective to develop the
detailed catchment characterisation required tpaasuch simulations. As a consequence,
it may be necessary to consider less demandingliimgdeechniques that may, nonetheless,
greatly assist in more adequately representinguieinaat a larger scale. The purpose of this
section is to provide examples of the range ofsttlsht are currently available and how these

are currently employed within resource managemeatoa risk assessment schemes.

Intermediate approaches can be employed to adiire$eterogeneity in land use, soils, and
pesticide use in a watershed system. Importathityse approaches can add value to Step 4 in
addressing variability in landscape composition laydrologic attenuation in receiving water
systems either within a region or across regiomstaprovide for a more realistic

representation of the spatial or temporal processdsare embodied in Step 3.

Resource management tools

Certain tools remain proprietary with rights owrdcompanies or government agencies and
are, therefore, not publicly available. This feedtricts the potential use of these models for
regulatory but discussion of these models canssie to illustrate principles of catchment
modelling. Two examples are discussed here tlaihazurrent use within the United
Kingdom: CATCHIS and POPPIE. Both of these modedsandeveloped to predict
concentrations of pesticides in drinking water teatbstracted from surface water sources.
These models would need to be applied at a snsléde to generate results appropriate for

use in ecological risk assessment.

Intermediate Complexity Catchment Modelling - Exdenp. CATCHIS

The CATCHIS model is an example of a tool develofmedhe purposes of characterising
local risks to water resources to assist in theelbgment of monitoring and management
strategies. CATCHIS was developed by the UK Soiv8yand Land Research Centre (now
the National Soil Resources Institute) and SeveemfTWater Ltd. With initial funding
provided by the UK Ministry and Agriculture, Fisies and Food (now the Department of
Environment, Food and Rural Affairs). CATCHIS iswgarised of database and modelling
components described in brief here. Databasespocaied into the model characterise soil

characteristics, hydrological networks, varioudscape features (roads, railways,
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settlements), cropping and chemical characterigictuding typical application rates and
timings) and surface water and groundwater absrapbints. Both surface water and
groundwater risk assessments are conducted usidglswhich integrate seasonally
dynamic factors relating pesticide usage, land mament and weather, with intrinsic but
spatially variable factors relating to soil, hydeo¢pgical and hydrological characteristics.
The models, called SWAT (Surface Water ATtenuatam) AQAT (Aquifer ATtenuation)
have been described by Hollis (1991) and Browntdolis (1996). They are based upon the
attenuation factor concept developed by Bhal.(1985) and Leonard and Knisel (1988) and
also utilise the direct, empirically-derived linktiveen soil types and stream flow established
within the development of the HOST scheme (Boorarach Hollis, 1990). The CATCHIS
modelling framework has been used to considerivelaisks that local water resources will
exceed water quality standards (typically the Eldldng water quality standard, but this
could be employed in comparisons with ecologicak@xicological critera). The resulting
spatial risk assessments enable water resourcearingito be effectively targeted in order
to develop protective strategies focusing uponsavdzere there is likely to be the greatest

impact.

Intermediate Complexity Catchment Modelling - Exdenp. POPPIE

The POPPIE (Prediction of Pesticide Pollution ie Environment) system is a GIS-based
catchment scale model developed by the UK EnvirarirAgency for investigation and
prediction of agricultural pesticide concentratiomsivers and groundwaters across England
and Wales. POPPIE is used to define and effectizebet the Agency’s pesticide monitoring
programme. In addition to mapping predicted envmmental concentrations of pesticides in
the environment, the system is also used to digjdésy on cropping patterns and pesticide
usage across England and Wales. The POPPIE sysiploys a database of agricultural,
hydrological, hydrogeological, soil and chemicaiadsimilar to that employed within
CATCHIS. The surface water modelling framework eddsd in POPPIE (SWATCATCH)

is also similar to the SWAT model embedded in CATEH he SWATCATCH model was
developed by the SSLRC (Holket al.,1996; Brown and Hollis, 1996). This is a semi-
empirical, distributed model based upon the catmreof flows and pesticide concentrations
contributed by each soil hydrological type withisgecific catchment. The performance of
the model has been assessed in a validation egemimsparing simulations of frequency of

detections, maximum concentrations and time sefiegposure versus monitoring data in a
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set of 29 catchments and further information os #xercise is provided by Brovet al.
(2001).

Building upon experiences with catchment assesswenuired by legislation in the United

States

The U.S. Environmental Protection Agency (USEPAg been exploring intermediate
approaches toward basin-scale (catchment-scaleglhmgp(Parker et al., 2004). Their study
has involved a comparison of three models configjtoerepresent a 242-Krnatchment area
of the White River in Indiana. The evaluation wastf an effort to find tools for carrying
out assessments of pesticide levels in drinkinggmiat be conducted under the Food Quality
Protection Act (FQPA). The results of the evaloiatmay also guide the Agency in
identifying computer simulation tools that can Isediin aquatic ecological assessment for
under the Federal Insecticide Fungicide Rodentigick(FIFRA). Models selected for

evaluation were:

» the SWAT (Soil Water Assessment Tool) model desiganed developed by U.S.
Department of Agriculture (Neitsch et. al, 2002)

* the NPSM (Non-Point Source Model) component of Hgrologic
Simulation Program - Fortran) in the BASINS (Bet#essessment Science
Integrating Point and Non-Point Sources) modelihgll designed by USEPA

and

* the RIVWQ (Water Quality Model for Riverine Envinments) model designed by
Waterborne Environmental, Inc. (Willianas al,, 1999).

A summary of two of these modelling techniques (SM&hd RIVWQ) is provided, in brief,

below:
SWAT

The SWAT (Soil and Water Assessment Tool) modelldeses) developed by USDA to aid in
assessing the effect of management decisions aer vs&idiment, nutrient and pesticide
yields with reasonable accuracy on large, ungaged Ibasins. (Arnold et al., 1998, 1992;
Arnold and Allen, 1992; Srinivasan and Arnold, 1984inivasan et al., 1995). This should
not be confused with the Surface Water ATtenua8®AT model discussed earlier in the
description of CATCHIS. The USDA model is a phy$lichased, spatially-related model
that requires information about weather, soil props, topography, natural vegetation, and

cropping practices assembled within a customise¥iew Interface. One weather station

165



© 00O N O 0o B~ W DN PP

10

11
12
13
14
15
16
17
18
19
20
21
22
23

24

25

26
27
28
29
30
31
32
33

could be used to represent the watershed or neiltiphther stations could be established to
provide greater spatial representation. Similasghin each sub-basin, SWAT allows
hydrologic response units (HRUS) to be defined. IdRkk sets of disconnected units in a
sub-basin with the same landuse and soil. Algostigoverning movement of soluble and
sorbed forms of pesticide from land areas to theast network were taken from EPIC
(Williams, 1995). SWAT incorporates a simple maakbce developed by Chapra (1997) to
model the transformation and transport of pestidestreams. The model assumes a well-
mixed layer of water overlying a homogenous sedirtarer. Only one pesticide can be

routed through the stream network in a given sitita
RIVWQ

The RIVWQ configuration is actually a hybrid appecbahat links multiple unit-area
simulations of the Pesticide Root Zone Model, PRZMrsel et al., 1998) to account for
variations in land use, soil and weather acrosswitershed with an advection-dispersion
model to address chemical fate and transport imgbeiving water system. Similar model
linkages using models preferred by FOCUS is alasibte. Modelling approaches such as
these can be configured in relatively detailedaarse resolution. The watershed can be
represented by several predominant land use-samibc@tions or as a complex
heterogeneous system of many soil and land usgaré¢s. Drift can be represented as a
constant amount for each simulated pesticide agidic or weather dependent according to
the level of complexity desired. One weather statiould be used to represent the
watershed or multiple weather stations could baldished to provide greater spatial
representation. Base flow can be representediag-area contribution or calculated from

predicted infiltration and attenuated return flow.

General considerations in catchment modelling

The appropriate level of complexity is a balanceveen precision in predicting
concentrations and resource constraints (time, yataa, and technology). More
sophisticated simulations may be provided withrteeessity of employing more extensive
and higher quality datasets. Consequently, atterstmuld be paid to assessing the primary
issue of concern (potential for exceedance of @ogxre threshold, return period of an
exposure threshold, duration of exposure etc...emibn should be directed to representing
the most sensitive and relevant governing facté@. example, for many compounds,

subsurface transport to aquatic systems is insagmif and can be neglected. For other
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assessments accuracy in exposure duration is m@tant than accuracy in magnitude.
The modeler should attempt to achieve the optimampromise in level of detail/cost with
useful information that will contribute to weightt @vidence for making sound regulatory
decisions (Williams, pers comm.). Stakeholdersdamide whether continued uncertainty
warrants additional detail and further investigatipotentially employing more sophisticated

modelling techniques.

In future, it is certain that catchment modellimgpeoaches will become a higher profile tool
within regulatory risk assessments required undeMater Framework Directive. Therefore,
it is likely that this field will evolve rapidly ahnew and more extensive databases will

become available to employing within spatially tethmodelling frameworks.

More complex catchment modelling — an example disedesticide reqgistration in Denmark

The Danish EPA has funded an attempt to produedchiment model for pesticide
registration purposes (Styczen et al, 2004, a, Bjw final product of the project "Pesticides
in Surface Water” is a model tool (PestSurf) thet be used in the registration procedure for
new pesticides. PestSurf is based on models oéfigting catchments. It is assumed that the
two basic models represents some well known Dasoslditions. On selected points the

basic models are modified to make them more apjaipas general risk analysis tools.

The scenarios are build into a user interfacedbates the transfer of pesticide data, the
choice of crop, the time of spraying and dose aedaidth of the bufferzone from the
interface to the mathematical models. To reduceailsition time, all the water calculations
are carried out in advance and cannot be chang#tehyser. To the general user of a
catchment model for registration purposes, theiegibn of the model would resemble the

use of the FOCUS-models, where all general paramate also fixed in advance.

It is considered close to impossible to creataugirtatchments that will represent given
percentiles of risk. Rather than producing a cooapéd set of assumptions, it was considered
simpler to work with "the real world”. One importadifference to the existing FOCUS-
scenarios is, thus, that the catchments existalityeand that the model performance can be
investigated. It is even more difficult to establss “risk percentile” for a given catchment,
taking into account all transport pathways. Alse igsue of similarity becomes complicated

for catchments — while two fields may be treatexlilsirly and have the same solil type, two
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catchments are almost certain to differ in someetspof land use, soil, geology or climate.

In the following, the PestSurf scenarios and thegsumptions are described a bit further.

Two small catchments were selected (approximat&add 11 kif). It was expected that the
upstream part of catchments would be most affdayquesticide use, but no attempts were
done to place a percentile on the selected arémstwio catchments are part of a national
monitoring system and data regarding climate, lagel farmers practices etc have been
collected since 1990. The programme was extendiidexira pesticide measurements in

order to gather the additional data required.

The hydrological models were first set up and catdd based on climatic data, stream flow
measurements and groundwater levels for a 10-y@aydg The catchments were modelled in
50 *50 m calculation cells, which are adequatediclt the absolute majority of the
hydrological variations, and reasonable also f@cdption of fields. Drift was modelled
"outside” the hydrological model, the effect of ferfstrips on drift was taken into account,

also if the buffer strips were smaller than 50 m.

From this point, the development followed two paths effort was made to model the "real”
situation regarding pesticide application and ommees in surface water as they appeared in
1999-2000. This exercise was an attempt to invatithe quality of the simulations and was
called "calibration”. Secondly, the conditions the registration model and its scenarios

were defined and set up.

PestSurf (the registration model) includes ddft; deposition, sorption, degradation and
colloidal transport. In the surface water, the coomqm can undergo hydrolysis, photolysis,
biological breakdown or be sorbed to sediment acropghytes. Transport along the surface
with erosion was negligible in the two years, whexeended monitoring took place, and this

process was therefore left out of the registrammmael.

Drift is included in the model using empirical reteships as in the FOCUS surface water
scenarios. However, although measurements wera tatensively during the spraying
season, no drift events were identified. The maemgpprogramme did thus not quite support

the drift calculations.

The registration model is run over 8 years, buffifs¢ 4 are considered warming up. The
years were selected such that a very wet winteog¢2 calendar years) is followed by an
average and a dry year. Each series contains twepxi@gs and two wet autumns. The

overall water balance for the four years is vepselto the water balance for the 1990's as a
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whole. In order to describe macropore-events, Giteintensities of rainfall were used in the
model. Unfortunately these were not available ¢&, sio data from a station with a similar
pattern had to be used. While the monthly raingaitlentical to the local station, the timing
of peaks may differ. This is not important for tiegistration model but this plays a role

when simulated and measured pesticide occurremeempared in the calibration exercise.

In PestSurf, the Danish EPA requested that allgiled land be cropped with the same crop
and sprayed at the same time. This is an assumpigdrcould have been different. It means
that about 85-90 % of the catchments is treatel thié same pesticide, and this should, of
course, be taken into account when results areiate. On the other hand, all natural buffer
strips are kept in the simulations. It is posstbléefine a minimum width of buffer strips in
the catchment. Drift and dry deposition occur padbeular to the stream in both catchments,
but only from one side of the stream, of coursee Gatchments are situated North-Sourth
and West —East, and as the prevailing wind is filoenwest, the two catchments have
different susceptibility to drift. However, as thwvest-east-orientation is not particularly

typical, drift was not reduced in the scenarios tuerientation.

For the calibration exercise, farmers recordstergeriod autumn 1997-mid/end 2000
regarding spraying were used for parameterisaResticide properties stem from the Danish
EPA to make the exercise as close to “registratmditions” as possible. No pesticide
parameters were measured locally. Four pesticiégs found to be used in both catchments,
measured in the measurement programme and repedsetarge span of pesticide

properties. These were bentazone, isoproturon,tteylazine and pendimethalin.

The results of the calibration exercise did notelive up to expectations. However, a
number of lessons were learned that could be wsedprove catchment modelling of

pesticides in the future.

First of all, some of the drain simulations werepsisingly good. Particularly the simulation
of isoproturon on a drain that received water fieofew fields turned out to match observed

levels over three years and three orders of madmitd concentrations (Figure 2.1-6).
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Figure 2.1- 6 Simulations and observations of flow and isoproturon at drain 2, shown at two

different scales. Concentration levels covered thr  ee decades in the period shown
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Secondly, the general levels of pesticide simulaterk close to but generally lower than the
levels observed for the four pesticides (Figure7).JFor the fourth pesticide, terbutylazin, it
is thought that the occurrences observed in tle@strare due to point sources rather than to

the field application. The simulated concentratiaresmuch lower than the observations.
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The compound was used on two small fields onlyrepsh of the measuring station but

concentrations up to 418/l were found in the stream.

The shape and the timing of the peaks could, hoky&eemproved. In the sandy catchment,
the simulated pesticide levels in the stream shaweedittle variation. The sandy catchment
was chosen to represent an area without macrodovesmg the study it was found to be
more clayey than expected and active macropores mfentified. These were not included in

the model and the result is clearly seen in theuksitions.

Figure 2.1-7 Measured and simulated flow and pendi  methalin concentrations in the downstream

end of the sandy clay catchment
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0.0 4 = - 0.5
—?W {r } L34
' . é " !
. . | m 5 y |
. H L t
0.2 4 ny | + 04
{ K |
|y .
| 3
| |
0.4 s N . +03
3 E)
s}
£ g
z 9
o c
- o
w 06 Flow, simulated 02 o
: =@ Elow, observed :
Conc., simulated
¢ Conc., observed
0.8 - T 01
*
$
1.0 : e T ; g ¢ !—; oo o 404000 00
01/07/1997 30/12/1997 01/07/1998 30/12/1998 01/07/1999 30/12/1999 30/06/2000 29/12/2000

In the sandy clay catchment, macropores were ieclhd they strongly influenced the
simulations. This result is supported by the experital observations. The colloid transport
model included, however, posed strong limitationgiow the macropores should be
parameterised and it is thought that the pres@méesentation of this effect in the model
exaggerates the actual extent of solute transpdrtesads to excessive concentrations moving
to groundwater. It must be concluded that at prettenunderstanding of colloidal transport

is too limited to allow inclusion at catchment scal
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The timing of the simulated peaks tended to bddat®— typically some of the peaks
observed during late spring were seen in the sitionis.only by autumn. Part of the observed
fast transport is thus not fast enough in the mdtled thought that in reality, perched water
tables are created from time to time and that watgres to the drains from these. In the
model, water only drains when the groundwater réd®s/e drain level. This also means that

more pesticide is transported to the groundwaténermodel than may take place in reality.

Hotspots occurred in the model in areas where @iigbndwater coincided with particular
soil types. The results of the simulation may theeeat times be very dependent on how the
distribution of soil types was carried out. Howevargeneral terms, the occurrence of

hotspots is likely to be a correct reproductiomezlity.

These issues, as well as the issue of discretisafithe upper part of the groundwater
producing drainflow points to the fact that a cal@art of the simulation at catchment scale

is the boundary between the unsaturated and satizanhe.

When working at catchment scale and calibratingi¢@asured concentrations, one relies on
the measured concentrations being reliable. Sorttleeadbserved concentrations, however,
were judged to be unrealistically high, due tofdm that the pesticides were applied to very
small areas only, and concentrations below thezooé would have to be in the mg/l range
to create the observed high concentrations. Oagceref point sources makes it difficult to

ensure which observations to trust when compariitig mvodelling.

Interpretation of catchment model results

A catchment model generates pesticide concentsaiioavery stream link in the catchment.
This means that interpretation of the results beasomore complicated than before.
Presently a PEC value for one point is evaluatenv N may have to be evaluated for many
points. This means that it has to be decided nigtlamw much time the critical concentration
may be exceeded, but also on how long a stretathémmore, not all stretches may have the

same importance due to different recovery potebgahuse some are ephemeral..

Figure 2.1-8 and Figure 2.1-9 show two quite défersimulations with PestSurf. About 90%
of the catchment area is sprayed with one compouid per year. The first compound
builds up in the groundwater and enters the loveer @f the stream. As mentioned above,
this is a feature that the model is likely to owtiraate. The first figure is therefore only
included as an example of the complications innkerpretation of data. The upper half of

the figure shows the upper 1650 m of the streara.last four years (the evaluation period)
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shows two large peaks of which the first occura BD-year-rainfall event, and thus with a
long recurrence-period. The second peak occursnioranal” year. In the lower part of the
catchment (lowest half of the figure), the concatndns are strongly influenced by an
increasing concentration in the groundwater, aechighest concentration is seen in the

driest year (last year). The highest concentrateaseseached downstream.

In Figure 2.1-8, the highest concentration is redahn the driest year (last year) and in the
upper part of the catchment. If recovery is expodecome from upstream, this situation
might be considered as more serious. On the otired, [due to the dry conditions, the upper
section of the stream has been dry until the d&yreespraying, and at the time of spraying,
the water depth is about 10-15 cm only. This typsitoation will happen with a return
period of 4-5 years in some parts of the catchmém. question is whether this is a relevant
point to evaluate for aquatic risk. The two exarabBow that the highest concentrations of
two different compounds may neither occur durirgghme year or at the same stretch in the

stream, which again complicates the interpretadioresults.

It is, however, clear that the more detailed ougdsb necessitates a more sophisticated
analysis of risk, including the frequency of ocemce of peaks but also the coverage of a
peak in time and space and perhaps also sensgiviyecovery potential at particular sites

of a catchment.
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1 Figure 2.1-8. Example of results from a catchment s
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Figure 2.1-9 Example of results from a catchments  imulation. The upper half of the figure

shows the upper 1700 m of the stream, the lower hal  f of the figure, the following 1500 m of the

stream.
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Comparisons with the FOCUS surface water scemasols for selected compounds show
that PestSurf generally gives lower concentratiaigen the difference in sprayed area is

taken into consideration.

Complications of the catchment approach

The drawback of this approach is that it is timastoning to gather the data and calibrate the
basic models. It would generally be necessary twaest preferable to select catchments,
where monitoring programmes are already ongoing.tWo hydrological models created for
the Danish catchments have been taken over byatienal monitoring programme and will
be used also for simulation of the general watéarize and nitrate transport and
transformation. If monitoring catchments are used &ase for such work, the expenses in
data collection, quality assurance of data and ftingenay be “shared” between different

purposes.

BOX 13

Catchmentmodelling: Practical Step 4 refinements within tROCUS modelling

framework

Catchment modelling is recommended as a higheasisessment tool for use within the
FOCUS process. However, due to the complexityhefgrocess and the general lack of
readily available models, catchment modelling afattg exposures is not likely to find

widespread use in the immediate future.

As the capabilities of models and computers areongd, catchment modelling of exposure
can be expected to become more routine and iasdlime a greater role in regulatory

evaluations of pesticides.
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2.1.4 Probabilistic modelling

Risk assessment of pesticides is usually perforaeedrding to harmonised but deterministic

methodologies, where the level of risk is deriviehf the deterministic quotient of exposure

and effects. The parameters to be used for tlesasent are selected from a range of values

by a pre-set procedure. However, in reality, titxiand exposure are both distributions of

values. Probabilistic methods may be used in daerclude the uncertainty of parameter

variation in the risk assessment.

Two major European initiatives have resulted iretaded examination of the various facets
of probabilistic modelling of the environmentaldaif pesticides: EUPRA and EUFRAM.

As a result, this discussion represents a briefvoe of probabilistic modelling and the
reader is referred to EUPRA and EUFRAM publicatitarsmore specific discussions (Hart,
2001 and EUFRAM, 2004).

A typical approach to probabilistic modelling inves multiple model runs with many

different sets of parameter values for a numbeeokitive parameters. Each parameter is

assigned a probability distribution and valuestfar parameter are sampled accordingly. As

the number of parameters increase, the numbemobications increase factorially and

methods have been developed to decrease the nofmleembinations required without

adversely impacting the statistical validity of thatput.

The advantages of using probabilistic approacheshat (Hart, 2001):

they help quantify variability and uncertainty,

they produce outputs with more ecological meang. (probability and

magnitude of effects)

they make better use of available data

they assist in identifying the most significantttas,

they may provide an alternative to field testindielp focus on key uncertainties

and through the above, the scientific validity ighter.

However, on the other hand, the probabilistic asedyare more complex, they require more

data and the results may be difficult to commumicdturthermore, there is no agreement at

present on what outputs are required and how éspret them. In simple terms, if the
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exposure level is uncertain and the effect is fipted result is a probability distribution of the
exposure level and the “risk” is interpreted asghsition of the cumulative curve in relation
to a vertical line. If both exposure and effeats ancertain, the result is a probability
distribution of the quotient “exposure/effects” agk can be interpreted as the position of
the cumulative distribution curve in relation taieas ratios of exposure/effects which can

be plotted as vertical lines.

Validation of probabilistic approaches is difficalé considerable amounts of monitoring data
of very good quality would be required. As witthet models, probabilistic approaches only

yield correct results if the assumptions on whieh analyses are based are correct.

Parameter variability

It must be recognised that there is great variglaind uncertainty in field parameters that
influence the accuracy of pesticide fate modelli&gatial variation in pesticide/soil
interactions is determined by several factors, nm&nwhich remain unexplored. There have
been several previous studies on the spatial vamiaf pesticide/soil interactions (Walker
and Brown, 1983; Rao and Wagenet, 1985; Wetaal, 1987; Parkin and Shelton, 1992;
Novaket al. 1997; Zandeet al 1999; Walkeet al 2001; Woocket al. 2001). These studies
focused on quantifying the variation in the somt{bennartz 1999) and degradation of
pesticides (Walker and Brown 1983; Walletral. 2001; and Wooet al. 2001). Walker and
Brown (1983) examined spatial variation associatgk simazine and metribuzin
degradation They showed that small scale variatias an important component of the total
variation, by a comparison of the coefficients afiation at different separation distances.
Few studies have used geostatistics to quantifyahation in pesticide sorption (Woed

al. 1987; Novalet al. 1997) or degradation (Parker and Shelton, 1988g&ret al. 1999).
This could be due to the large sample size requo@dmpute a reliable variogram. Studies
that have applied geostatistics to pesticide/stdractions have generally been based on
small data sets making the computed variogramdyhigireliable, e.g. Zander et al., (1999);
Parkin and Shelton (1992).

Jury (1986) demonstrated that although there wasvely little variation in bulk density for
specific sites (six samples from a specified figtslld yield a 95% probability in
determining a 20% variation in bulk density if ¥igts (CV = 10%). In contrast, the
coefficient of variation (CV) of saturated hydrautionductivity is significantly higher (CV =
119%) — suggesting that 502 samples would be redidiiom a site to detect a 20% variation

in this important parameter for one leaching andaff models. In studies conducted in
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Hawaii by Loague et al. (1990) it was demonstrdited variability in organic carbon content
in five soil types was characterised by coefficsenit variation in the range of 25-55%. These
data demonstrate that geostatistically robust sgmtations of run-off potential are not

straightforward and claims regarding representgtstould be made with great care.

State of the art in probabilistic modelling

When developing alternative (higher-tier) modellatgStep 4 it may, therefore, become
necessary to address some of the more significa@rtainties through a form of

probabilistic modelling. One of the more commontypdoyed techniques that is often used

to address the impact of variability is Monte Carlodelling. PRZM has the capability of
carrying out Monte Carlo simulations and limiteddance on the set up of these assessments
is provided within the User’'s manual (Carsel et2003). However, Dubus and Brown

(2003) point out that great care should be takeh thie design of such assessments. When
up to 5000 model runs were undertaken the modelérglts were found to be inherently
variable (CV of 5 to 211% for 10 replicates). Mdufg results were found to be affected by
slight changes in the parameterisation of probghiensity functions and in the assignment
of correlation between parameters. Further detaifmation on this technique and its
regulatory implications is described by Dulaisl (2002) and Warren-Hicks and Moore
(1998). These assessments would suggest that withntly available European datasets of
key soil parameters there is insufficient backgobdata to address concerns in a statistically
robust manner. Nonetheless, probabilistic techrsduave great application to assessments of
run-off potential and attempts have been made yetters to develop a robust, systematic
approach to avoid some of the more obvious pitf&ilslonte Carlo techniques. As an
illustration, the following activities were implemted by the FIFRA Environmental Model
Validation Task Force (FEMVTF, 2001) in an effastansure the correct implementation of

Monte Carlo analysis:

» Strict guidelines were developed for the selectibsampling distributions for the
input parameters (see FEMVTF, 2001; Appendix 6)

* Numerous information sources, databases, and expere identified and

consulted in the course of selecting the inputpatar sampling distributions,

» Arrigorous evaluation of statistical correlation@rg the input parameters was

undertaken
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» Comprehensive sensitivity testing of the Monte Gaitputs was implemented in
an effort to ensure results that are not overlyedepnt upon assumptions and

interpretations.

Similarly, the EUFRAM-project, supported by the &pean Commission’s 5th Framework
Programme intends to improve the use of probailgileggiproaches for assessing

environmental risks of pesticides. The main tasthefproject\yww.eufram.conis to

develop a draft framework on basic guidance fde assessors, addressing
» the role and outputs of probabilistic assessments
* methods of uncertainty analysis,
» probabilistic methods for small datasets
* methods to report and communicate results
» ways to validate probabilistic methods
* methods to improve access to existing data

* requirements for probabilistic software and databas

Case studies will be presented, showing how metbadde applied in order to assess
impacts of pesticides on terrestrial and aquatgiaoism. The first draft will be published at
the end of 2004.

Probabilistic modelling in the present FOCUS framekwv

In the present FOCUS framework it is possible twycaut a “manual” probabilistic
assessment by running the models multiple timels different sets of parameter values. The
selection of parameter values would need to reKeotvledge about the relative likelihood
of occurrence of alternative values (e.g. by samgpifom a distribution within a Monte
Carlo framework). The parameters discussed aboke ihis particularly relevant for the

runoff and drainage processes.

With respect to runoff, certain options can be stigated relatively readily within, and
outside of, the FOCUS framework with PRZM. Othe®s more subtle and may require
careful justification within alternative scenarids.order to develop alternative modelling
strategies for run-off it is important to initialgonsider how PRZM simulates run-off.
Summaries of PRZM's capabilities are provided bii&Poet al. (1995) and Carsel et al.
(2003).
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It must be recognised that run-off models may movige predictions in terms of absolute
values to a high degree of accuracy, but can peovédty useful information to facilitate
relative comparisons between chemicals, applicatianagement strategies, site
management strategies, rainfall patterns, soilsofimer variables. It is clear based upon the
description above that a wide variety of environtabprocesses together define the potential
for run-off. In order to refine modelling it is imptant to focus on those environmental input
parameters that are likely to have the greatektante on fate and behaviour. In a modelling
exercise considering the sensitivity of PRZM inpatameters, Fontairet al. (1992)

identified a number of influential parameters amswarised in Table 2.1-6:

Table 2.1-6 Summary of key PRZM input parameters i  dentified by Fontaine(1992)

Important for most ranges
Time between application and rainfall event
Pesticide half-life
Koc
Organic carbon fraction

Available water in surface horizon

Important for many ranges
Runoff curve numbers
Bulk density in surface horizon

Total pesticide applied

Sometimes important
Bulk density in second horizon

Available water in second horizon

With respect to Monte Carlo-simulations of drainagggradation and sorption parameters
will be important, together with the parametersegoing the drain flow generation. Dubus
and Brown (2002) performed a sensitivity analysisthe MACRO model. As the hydraulic
properties are often generated by pedotransfettiung; it is typically the texture, bulk

181



o g b~ W N P

10
11
12
13
14
15

16
17
18
19
20
21
22
23
24

25
26
27
28
29
30
31

density and organic content that can be varied.depgh to groundwater and the choice of
lower boundary condition is another factor that nmdluence the results significantly. When
macropores are present, the rainfall intensity beymportant, as well as the parameters that
govern the exchange between the macropores antknfgwith respect to PRZM, many of
these parameters can only be manipulated by garapuhd” the present FOCUS scenarios,

because many of these parameters are fixed.

A broader basis for exposure assessment coulddv&pd by widening the simulation
strategy to include a broader range of soils amdateé conditions. Further modelling could
be conducted under alternative pedoclimatic regim@smanner similar to that undertaken
by Brownet. al.(2004). Within this assessment, field monitorimgl scenario-based
modelling were used to characterise exposure ofi slitehes in the UK to a herbicide
(sulfosulfuron) following transpostia field drains. A site in central England on a hpith,

clay soil was treated with sulfosulfuron and concations were monitored in the single drain
outfall and in the receiving ditch. MACRO was thesed to simulate long-term fate of the

herbicide for a broad range of environmental sdesatescribed below.

The target area (wheat-growing land in England\fades;ca. 1.7 x 16 ha) was divided into
environmental scenarios comprising discrete claggsasil type and climate. The soil series
making up the drained wheat area were then diviidledsix broad classes based upon
vulnerability for leaching of the acidic herbicide drainflow. The division was made
subjectively based on the relative mobility of sslilfuron (determined by soil pH) and the
prevalence of rapid movement to drains via macmlow (determined by clay content and
structure). A representative soil series was sedeas lying at the vulnerable end of each of
the five remaining classes. For each represestagvies, profile information was extracted
from SEISMIC and used to parameterise MACRO.

Areas of wheat cultivation in England and Walesendivided into four approximately equal
climatic classes designated 'dry' (<625 mm pregiijoih per annum), 'medium’ (625-750 mm
p.a.), 'wet' (750-850 mm p.a.) and 'very wet' (>8%0 p.a.). Four weather datasets were then
selected from the SEISMIC database as represemtitihe four climatic classes. Average
annual rainfall for the four datasets was 588, Bl%, and 1115 mm. The model was then

run for the 20 scenarios resulting from the comiamaof five soil and four climate classes

and assuming annual applications of the test comgpouthe spring of each of 30 years.
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Resulting estimates for concentrations of sulfagsolfi in a receiving ditch were weighted
according to the prevalence of each scenario tdym®a probability distribution of daily

exposure.

The described changes to runoff and drainage stronfawould to some extent also
influence the TOXSWA-simulations. Sorption and giasion parameters can be manipulated
here too. More profound changes of the hydrologuladichowever, require manipulation of
parameters that are presently fixed in the scesafioe sensitivity of different parameters in
stream modelling has been analysed and descrifetyezen et al., 2004b, leading to a

decision tree for parameter choice based on thmbgarameter values.

A description of probabilistic runoff modelling ngi PRZM has been described by Cohen et
al. (1995) and Carsel et al. (2003) involving cletgeization of both hydrology and transport.

BOX 14

Probabilistic modelling: Practical Step 4 refinemerwithin the FOCUS modelling

framework

Probabilistic modelling is recommended as a hidlggrassessment tool for use within the
FOCUS process. However, due to the complexityhefgrocess and the general lack of
readily available models, probabilistic modellifgaguatic exposures is not likely to find
widespread use in the near future except possiblgvaluation of the temporal variation in

year-to-year weather.

As the capabilities of models and computers areongal, probabilistic modelling of
exposure can be expected to assume an increasimgbytant role in the regulatory

assessment of pesticide exposure.
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2.2 Surface water monitoring

2.2.1 Introduction

Monitoring provides real world data on observedasype and effects following registration
and wide scale usage. The objectives of water mang vary considerably as pointed out by
Trisch and Male (1984):

« To establish a database for planning and developaiemater resources

« To delineate prevailing water quality conditionslgmedict possible trends in its

guality with respect to time and space
e To provide a basis for the enforcement and devedoprof pollution regulation
« To supply data for the valuation of control andtabs&nt measures

« To provide a database for the development calitmatind verification of

mathematical models of water quality to be usesluipport of other activities
« To collect data required for research purposes

e To assure a publicly credible basis for controxmdécisions.

In the case of exposure, there are significanaserfvater monitoring programmes in place
throughout Europe designed to pick up prominentigidss. Monitoring has the capability of
being a very useful ‘reality check’ on exposuredicdons but can be difficult to interpret
because of wide range of uncertainties such agspahat is the proximity to usage area?)
and temporal (how long ago was the applicatioroading?) issues. These uncertainties can
be a significant limitation on the value of monitay databases as a tool within ecological

risk assessment.

It is important to note that the size of monitoveater bodies will vary depending upon the
subsequent use of the collected data. Ecologglabssessments of pesticides are primarily
focused on ensuring the safety of aquatic organisrages in reasonable proximity to treated
fields. As a result, monitoring programmes intehtte use in ecological risk assessments of
pesticides generally include sampling of small ediom water bodies which drain
predominantly agricultural catchments with speeiaphasis on measuring acute

concentrations in the weeks and months immedi&oditywing application periods. In
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contrast, surface water bodies which serve as ssurfcdrinking water generally consist of
larger streams, rivers and reservoirs which draichmarger areas. Drinking water
monitoring programmes typically involve samplingamuch lower frequency than
ecological monitoring studies with a resulting emgib on establishing chronic exposure

levels rather than shorter-term acute concentration

2.2.2 Current monitoring programmes in EU and member states

Monitoring data may already be available for theroftal under consideration. Monitoring
of residues in drinking water is routinely carr@at by Member State environment agencies
as well as water authorities, water companies aatdvgervice local authorities and various
other local government organisations. A number WfBrectives and Decisions have been

adopted that require monitoring of rivers for ai@gr of reasons including (Jowett, 2002):
* Monitoring compliance with environmental qualitystards
* Monitoring trends in surface water quality

* |dentifying areas susceptible to pollution

The basic legal framework for water quality prot@ctand monitoring is established by EEC
Directives 91/271 and 91/676. In the near futueertfonitoring requirements in all EU
Member States will change radically as a resuthefimplementation of the Water
Framework Directive (WFD). Monitoring under WFD Inglommence at the end of 2006. At
present, however, water monitoring throughout Eansmot completely coherent and is
established in different Member States in diffengays in order to comply with a range of

legislative articles.

For example, under the EC Dangerous Substancestibed76/464/EEC) all regulatory
authorities are required to monitor downstreamlldéreown discharges of List | and List Il
substances. Abstraction points identified undeiStdace Water Abstraction Directive
(75/440/EEC) are also monitored for ‘relevant’ pgdes. A summary is provided in Table
2.2-1 of the main organisations responsible folatiolg results of water monitoring
programmes in each Member State. A summary ispatsaded in Tables 2.2-2 — 2.2-16 of
water monitoring activities in each Member StaleaBe note that these Tables were current
at the point of initial delivery of this report gpring 2005. This is a rapidly evolving field

and there have been developments since this date.
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It should be recognised that only a limited numifgpesticides are considered within the
monitoring programmes described above at any ome. fThere are significant constraints on
monitoring programmes associated with cost, avaitigbconsistency and expense
associated with analytical techniques. As a resudhitoring programmes can be very
focused, considering specific priority pesticidegey catchments or sub-catchments. For
example, water companies in the United Kingdonregeired by the Water Supply (Water
Quality) Regulations (1989) to carry out monitorwigpesticides in each water supply zone

(areas with a population of fewer than 50,000) \lig advice that they:

« assess as far as practicable which pesticidessarkin significant amounts within

the catchment area and;

» assess as far as practicable, on the basis ofa@penies and method of use of the
pesticide and local catchment knowledge, whethgoéithe pesticides are likely to

reach a water source within the catchment area.

In addition to traditional water monitoring program@s, in certain Member States monitoring
is also carried out for effects on biota — fistk#ind wildlife incidents are recorded and
investigated in order to help identify causes aadds. Impact monitoring is very useful in
risk assessment as it often highlights unexpest®abis not considered in the original

evaluation (incorrect usage and disposal etc.).

Table 2.2-1 Summary of organisations responsible fo  r collating results of water monitoring

programmes in each Member State

Country Organization
Austria UMWELTBUNDESAMT

SPITTELAUER LANDE 5

A-1090 WIEN
Belgium VMM DPE
Vlaamse Milieumaatschappij Division de la Police de I'Environnement
A. van de Maelestraat 96 Avenue Prince de Liége 15
B-9320 Erembodegem B-5100 Namur

Denmark NERI

Ministry of Environment and Energy
National Environmental Research Institute
P.O. Box 358
Dk-4000 Roskilde

Finland National Board of Waters and the Environment
Research Institute

P.O. Box 250
FIN-00101 Helsinki
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Country Organization

France IFEN
Institut Francais de I'Environnement
17, rue des Huguenots
F-45058 Orléans Cedex 1

Germany Umweltbundesamt
P.O. Box 33 00 22
14191 Berlin
Greece Ministry of the Environment, Physical Planning and Public Works

General Directorate for the Environment
Environmental Planning Division
Water Section
147 Patission Str.

112 51 Athens

Ireland Environmental Protection Agency

Wexford

Ireland

Italy No information available
Luxembourg Direction des Eaux et Forets Administration de I'Environnement
P.O. Box 411 1a, rue Auguste Lumiére
L-2014 Luxembourg L-1950 Luxembourg
The Netherlands Ministry of Transport, Public Works and Water Management

Directorate-General For Public Works
Institute for Inland Water Management and Waste Water Treatment, RIZA
P.O.box 17
8200 AA Lelystad

Portugal Ministério do Ambiente e Recursos Naturais
Instituto da Agua

Direccao de Servicos de Recursos Hidricos

Avenida Almirante Gago Coutinho, Lisboa

Spain Ministerio de Obras Publicas, Transportes y Medio Ambiente
Secretaria de estado de Medio Ambiente y Vivienda
Direccion General de Politica Ambiental

Sweden Swedish Environmental Protection Agency,

Environmental Monitoring and Supervision Department, Monitoring Section,
Smidesvéagen 5,
S-171 85 Solna

United Kingdom Department of Environment Scottish Environmental Protection

(England and Wales) Agency

Environmental Protection Statistics Erskine_ Court
Divisi Castle Business Park
Vision Stirling
Room A104
Romney House FK9 4TR
43 Marsham Street
London SW1P 3PY
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Table 2.2-2 Austrian national surface water monito

ring programmes (Kristensen and Bggestrand, 1996)

\variables

NoO. Name Responsible \Variables Period of operation & Geographical coverage [Data & reporting
institution Sampling Frequency
(GREENED)
Rivers and streams
R1 Ordinance on Water MAF physical, chemical, since 1991 244 sampling sites at  [Database & reporting; MAF-
Quality Monitoring bacteriological & biological SF: 6/yr national rivers WMR & FEA
\variables
R2-R8 |Water quality monitoring [BfW & the physical, chemical & biological |2. since 1988 2. 2 sites at Danube AU database; BfW Database &
of transboundary rivers ~ |commissions,  |variables SF: monthly 3. Rivers crossing reporting by the commissions,
2. Bucharest Declaration |respectively 3. AU-DE since 1991 IAU-DE border respectively
3. Regenburger Vertrag SF: monthly 4. Rivers crossing
4. AU-CZ Grenzgewasser- 4. AU-CZ since 1968 IAU-CZ border
kommision (GK) SF: 1-4/yr 5. Rivers crossing
5. AU-SK GK 5. AU-SK since 1968 IAU-SK border
6. AU-HU GK SF: every 2 months 6. Rivers crossing
7. AU-SL GK river Mur 6. AU-HU since 1972 IAU-HU border & Lake
8. AU-SL GK river Drau SF: 2-12/yr Neusiedler See
7. AU-SL since 1965 7. River Mur
SF: 2/yr 8. River Drau
8. AU-SL since 1955
SF: 1/yr
Lakes and reservoirs
L1 \Water quality monitoring |IKGB physical, chemical & biological |since ? Lake Constance & Database & reporting; IKGB
according to the \variables SF: differs according to the [tributaries
"transboundary special monitoring
commission" for Lake programme
Constance
L2 Gewasserglteuntersuchu [BfW physical, chemical, since 1953 Lake Zeller See Database & reporting; Bf\W
ngen Zeller See bacteriological & biological SF: 5/yr

AU: Austria; SK: Slovak Republic; SL: Slovenia; DE: Germany; CZ: Czech Republic; HU: Hungary
MAF: Federal Ministry of Agriculture and Forestry; WMR: Water Management Register; FEA: Federal Environmental Agency;
BfW: Bundesanstalt fiir Wassergute; IKGB: Internationalen Gewasserschutz-Kommission fiir den Bodensee
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Table 2.2-3 Belgian surface water monitoring progr

ammes (Kristensen and Bggestrand, 1996)

NoO. Name Responsible \Variables Period of operation & Geographical Data & national
institution Sampling Frequency (SF) |coverage reporting
Rivers and streams
R1 Physico-chemical VMM 11-16 physical and chemical [Since 1989 Flanders region Database and annual report:
monitoring network \variables SF: 8-12/yr, sometimes 26- [1000 sampling sites VMM
52/yr
R2 Biological monitoring VMM Macroinvertebrates, Belgian  |Since 1989 Flanders region Database and annual report:
network Biotic Index SF: 1/yr. 900 sampling sites VMM
R3 Measuring network VMM Water & suspended solids: Since: Sep. 1994 Flanders Region Reports after each campaign
suspended solids organic micropollutants & SF 3/yr 20 sampling sites
heavy metals
R4 Measuring network water VMM Heavy metals & organic Study undertaken in 1991- [Flanders Region Reports after each campaign
soils micropollutants 92 and will be repeated in
1995-1996
R5 Physico-chemical DPE Up to 108 physical and 1. network: 5/yr. \Walloon region Database & annual report:
monitoring of surface chemical variables 2. network: 12/yr 1.network: 90 sites DPE.
waters covering main rivers,
streams, canal, and
reservoirs.
2. network 7 sites on
transbordering water
courses
R6 Physico-chemical DPE 16-28 physical & chemical 1) 12/yr \Walloon region. Database & annual report:
monitoring of designated variables 2) 2-8lyr 1) 38 samplin DPE.
protected waters 3 3) 12/yr si)tes Ping
networks : : :
2) 5 sampling sites
f:%;kl‘:reshwater for 3) 6 sampling sites
2) Surface water for
drinking water
3) Natural water networks
R7 Alarm network. DPE 6-12 physical & chemical continuous (every 3 River Meuse, 3 sites.  [Database & annual report:

variables

minutes)

River Sambre, 2 sites.

DPE.
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NO. Name Responsible \Variables Period of operation & Geographical Data & national
institution Sampling Frequency (SF) [coverage reporting
R8 Biological quality 1980-92:IHE Ivl_ac_roinvertebrates,_ Belgian |once every 3 years. _ \Walloon region. Database & annual report:
2§szfre:§21ent of water 1993-: DPE Eklu(:rlﬁi(l:r;(lj?/);’riilglg);sma' & giiﬁ;rsél#ifs according to 5&)3;150%0 sampling DPE.
R9 Bathing water 1982-89: IHE physical, chemical & 9 samples from mid-May to [Walloon region Database & annual report:
1990-: DPE microbiological variables mid-September 47 sampling sites in DPE.
fresh surface water
R10 Hydrometric networks. DPE & flow, water height 4 measures per hour \Walloon region Database: DPE &
SETHY

103+145 hydrometric
stations.

SETHY
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Table 2.2-4 Danish national surface water monitori

ng programmes (Kristensen and Bggestrand, 1996)

Programme

open marine waters

Monitoring of coastal and

variables.

Phyto- & zooplankton,
zoobenthos and macrophytes.
Sediment composition

SF: Water 8-52/yr
Plankton 8-52/yr
Zoobenthos 1/yr
Macrophytes & sediment
1/5/yr

200 coastal sampling
sites and 80 offshore
sampling sites.

NoO. Name Responsible \Variables Period of operation &|Geographical Data & national

institution Sampling Frequency (SF) [coverage reporting

Rivers and streams

R1 Nation-wide Monitoring  |NERI Chemical and physical Since 1989 Nation-wide, 261 Database: NERI
Programme \variables SF: 12-26 (52)/yr sampling sites in Reporting: NERI
Monitoring of streams Macroinvertebrates approx. 125 river

systems

R2 Nation-wide Monitoring  |NERI Chemical and physical Since 1989 Nation-wide Database: NERI
Programme \variables SF: 4/yr 58 springs Reporting: NERI
Monitoring of springs.

R3 Nation-wide Monitoring  |NERI Chemical and physical Since 1989 6 agricultural Database: NERI & GSD
Programme variables on soil water, SF: 12-26 (52)/yr watersheds Reporting: NERI & GSD
Monitoring of agricultural drainage water, ground water
watersheds and river water.

R4 Inventory of biological EPA Macroinvertebrates Since 1989 Nation-wide. Database and reporting: EPA
assessment of river Quality classification grades  |SF: 1-2/yr 10,000 sampling sites
quality

Lakes

L1 Nation-wide Monitoring  |NERI Chemical and physical Since 1989 Nation-wide Database: NERI
Programme variables in lake water and SF: Lake water 19/yr 37 lakes Reporting: NERI
Monitoring of lakes tributaries. Tributaries 12-26/yr

Phyto- & zooplankton, fish and |Plankton 19/yr
macrophytes. Fish, macrophytes &
Sediment composition sediment 1/5 yr
Coastal and marine areas
M1 Nation-wide Monitoring  |NERI Chemical and physical Since 1989 Nation-wide Database: NERI

Reporting: NERI

NERI: National Environmental Research Institute, Ministry of Environment and Energy, GSD: Geological Survey of Denmark, Ministry of Environment and Energy
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Table 2.2-5 Finnish national surface water monitor

ing programmes (Kristensen and Bggestrand, 1996)

No. Name Responsible \Variables Period of operation & Geographical coverage Data & reporting
institution Sampling Frequency (SF)

Rivers and streams

R1 Water quality at river NBWE & WERI 41 physical & chemical variables |Since 1962: National Database; NBWE.
streamflow stations. SF: 4/yr between March- 68 sampling sites 1 report/yr; WERI

October

R2 Transport of suspended & [NBWE & WERI 18-26 physical & chemical Since 1962: 15 small drainage basins |Database; NBWE. 1 report/yr;
soluble material from land variables SF: 1/wk in spring, 2/mon. in WERI
areas autumn

R3 Material input to the Baltic  |[NBWE & WERI 41 physical & chemical variables |since 1970: seacoast: 30 stations Database; NBWE
Sea by Finnish rivers SF: min. 12/yr Rivers: average flow > 1 report/yr; WERI

5mist

R4 Monitoring of water quality in |The trans- physical & FI-RU; since 1964, FI-RU: 8 sites Report of information; WERI
the bordering rivers of boundary water chemical variables SF; 4-12/yr FI-NO; since 1980 [FI-NO: 1 site
Finland commissions, SF; 7lyr FI-SE: 3 sites

NBWR & WEDs FI-SE; since 1976; SF; 12/yr
Lakes and reservoirs
L1 Water quality in lake deeps |NBWE & WERI 28 physical & chemical variables [since 1962: National Database; NBWE
SF: 3lyr 71 sampling sites 1 report/yr; WERI

L2 Biological monitoring of NBWE & WERI biological variables since 1963: National Database; NBWE
inland waters SF: every 3'rd yr 71 sampling sites 1 report/yr; WERI

L3 Monitoring of NBWE & WERI heavy metals, organic compounds, |since 1978: major rivers & lakes Database; NBWE
bioaccumulating compounds pesticides SF: every 2'nd 1 report/yr; WERI
in fresh waters & environ'l or 3'rd yr
specimen bank

L4 Acidification monitoring of NBWE & WERI 25 physical & chemical variables [since 1987: National, 176 + 200 lakes |Database; NBWE
surface waters SF: 1lyr 1 report/yr; WERI

Coastal and marine areas

pesticides

parameter

Finland & the Baltic proper

M1 Monitoring of coastal Finnish [WERI, Research |24 physical & chemical variables, [since 1964, 1966, 1978 12 intensive stations, Database; WERI, FIMR.
waters Laboratory & biological variables, heavy metals, |depending on the parameter: (94 other stations Report; every 5 yr; HELCOM
WEDs organic compounds, pesticides SF 1-20/yr depending on the
parameter
M2 Monitoring of open sea FIMR & 24 physical & chemical variables, [since 1979: All main deep basins in Database; FIMR & NBWE
waters GFRI biological variables, heavy metals, |SF; daily to 4/yr depending on |Gulf of Bothnia, Gulf of Report every 5 yr

FI: Finland; NO: Norway; SE: Sweden; RU: the Russian Federation. NBWE: National Board of Waters and the Environment; WERI: Water and Environment Research Institute; FIMR:
Finnish Institute of Marine Research; GFRI: Game and Fisheries Research Institute; WEDs: 13 Water and Environment Districts; HELCOM; Helsinki Commission
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Table 2.2-6 French national surface water monitori

ng programmes (Kristensen and Bggestrand, 1996)

phytoplankton monitoring

— REPHY

composition, toxicity

monitoring on a weekly
basis

alert programme 70-80
sites

No. Name Responsible Variables Period of operation &|Geographical Data & reporting
institution Sampling Frequency (SF) |coverage
Rivers and streams
R1 Inventory of the quality of [RNB 47 physical & chemical since 1987 National Database; RNB
running fresh waters variables SF: min. 8/yr 1082 sampling sites Report; RNDE, RNB
Lakes and reservoirs
No national network No national data storage
exists
Coastal and marine areas
M1 National sea water RNO basic components, enzymatic |since ? 43 areas, each Database; RNO annual
quality monitoring activity, metals & pesticides SF: water; 2-12/yr composed of several |reports;
network - RNO biomass; 4/yr sampling sites IFREMER
sediment; every 2-5 yr
M2 French seashore REMI faecal coliform, salmonellas 314 sampling sites in  [database; REMI/REPHY
microbiological 88 areas Report; IFREMER
monitoring — REMI
M3 French seashore REPHY phytoplankton species SF: twice a month, alert 37 sampling sites; database; REMI/REPHY

Report; IFREMER

RNB: National Basin Network; RNO: National sea water quality monitoring network; IFREMER: Institut Francais de Recherche pour I'Exploitation de la Mer; REMI:
French seashore microbiological monitoring; REPHY: French seashore phytoplankton monitoring. network.
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Table 2.2-7 German national surface water monitori

ng programmes (Kristensen and Bggestrand, 1996)

Messprogramm fiir die
Ostsee

biological variables

Proper

No. Name Responsible Variables Period of operation & Geographical Data &
institution Sampling Frequency (SF) |coverage reporting
Rivers and streams
R1 Uberwachungsprogramm |FS, LAWA (UB |Physical & chemical variables. |Since 1982 Nation-wide Database:
der for data SF: 13/yr 146 sampling sites QUADAWA(UB)
Landerarbeitsgemeinsch |collection) Report every 5 yrs:LAWA
aft Wasser (LAWA)
R2 Biological classification [LAWA Biological: Since 1975 Nation-wide Database: no national
of the quality of inland INVERT SF: once within 5 yrs database
surface waters (rivers) Saprob.index Report every 5 yrs:LAWA
Coastal and marine areas
M1 Bund/Lander- ARGE Physical, chemical and Since 1980 53 sampling sites in Database:
Messprogramm fiir die biological variables SF: 1-4lyr the North Sea MUDAB
Nordsee Report: ARGE
M2 Bund/Lander- ARGE Physical, chemical and SF: 5-11/yr Baltic Sea and Baltic Database: MUDAB

Report: IOW

FS: Federal States (Lander); LAWA: Joint Water Commission of the Federal States (‘Landerarbeitsgemeinschaft Wasser’); UB: Umweltbundesamt; ARGE:
Bund/Lander-Messprogram Committee, Federal Ministry of the Environment; MUDAB: Marine data base (Meeresumwelt Datenbank); QUADAWA: River Water
Database (‘Qualitadtsdatenbank Wasser’); IOW: Institut fir Ostseeforschung, Warnemiinde.
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Table 2.2-8 Greek national surface water monitorin

g programmes (Kristensen and Bggestrand, 1996)

Determination of
possible pollution
problems

SF: fortnightly
(May-October)

No. Name Responsible Variables Period of operation & Geographical Data &
Institution Sampling Frequency (SF) |coverage reporting

Inland surface waters

R1 Monitoring of surface L.S.G. organic & inorganic chemical |since early 1980s Greek surface waters |Database; L.S.G.
water quality variables SF: monthly & annual reports, WS

physical variables seasonally

R2 National Monitoring G.C.S.L. physico-chemical variables not in operation yet surface waters of the |Database; G.C.S.L.
Programme for Surface corresponding district [annual reports, WS
Waters

Coastal and marine areas

M1 MED POL in the Aegean [N.C.M.R. organic & inorganic chemical [since 1985: Saronic Gulf, Aegean & | Database;
and lonian Sea variables, SF: seasonally, 4/yr lonian Sea N.C.M.R.
MED POL in the Saronic biological & physical variables biannual reports;
Gulf WS

M2 MED POL, Cretian I.M.B.C. organic & inorganic chemical [since 1988: Cretian marine waters |Database; |.M.B.C.
marine waters variables SF:seasonally, 3/yr biannual reports; WS

M3 Bathing waters WS biological variables since 1988: Greek bathing areas Database & annual reports;

WS

WS: Water Section, Ministry of Environment; L.S.G.: Laboratory of Soil-hydrology and Geology, Ministry of Agriculture;
G.C.S.L.: General Chemical State Laboratory; I.M.B.C.: Institute of Marine Biology of Crete; N.C.M.R.: National Centre for Marine Research
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Table 2.2-9 lIrish national surface water monitorin

g programmes (Kristensen and Bggestrand, 1996)

NO. Name Responsible \Variables Period of operation &|Geographical Data & national
institution Sampling Frequency (SF) [coverage reporting

Rivers and streams

R1 Physico-chemical EPA Water: Physical and chemical [Since 1970-71 Nation-wide. Mainly Database: EPA & local
Sur\1§ys of River Water Local Authorities vgriables at some samfpling | SF: varying (12/yr) Iqrt)ge riyers and primary [authorities.
Quality sites measurements of metals tributaries Reporting: every three years by|

EPA

R2 National Biological EPA Water: TEMPW, OX Since 1971 Nation-wide. 3000 Database: EPA
Survlt_ay of River Water Biological: INVERT, MAPHYT, [Every 3rd year or more s_ampllngdsnes in 1200 |renorting: Every 3rd year by
Quality. Filamentous algae, Siltation  [frequently rivers and streams EPA

R3 The Recording of Fish DoM Fish kills and if possible, their |1971-1974 and 1983 to Nation-wide. Reporting annually by DoM
Kills causes date No specific network

Lakes

L1 Lake Water Quality EPA & (a) Water: Chemical & physical|(a)Since the late 1960s (a) Nation-wide. Large |Data and reporting: EPA &
Monitoring Programme. Local \variables SF: from several times per lakes and local authorities. Every three

(b)Remote sensing
surveys

(a)In situ measurements.

Authorities, RPII,
CFB

(b) Remote sensing

year to 1/3-5yr
(b) 1989-1990

representative smaller
lakes. 170 lakes.

(b) Nation-wide. 360
lakes

years

Coastal and marine areas

M1 General Quality of

Estuarine and Coastal
Receiving Waters
Including Nutrients.

FRC, EPA, DoM
&

Local authorities

Water: Physical and chemical
variables

Since 1992.

1 winter survey and a
number of surveys in
summer

Nation-wide. Significant
estuaries & coastal
areas and the Western
Irish Sea

Reporting: 1/4 yr by EPA, DoM
& local Authorities

M2 Metals and organic
micropollutants in the
Estuarine and Coastal

Environment.

EPA, FRC/DoM
(MI), Local
Authorities

Water: organic micropollutants

Sediment & biota: heavy
metals & organic
micropollutants

Since 1993

One major estuary per year
in a 5-6 year cycle.

Trend monitoring of metals
in mussels

Nation-wide

Reporting by FRC to the IMG

203



micropollutants

Fish: HG

waters and 5 important
fishing ports

NO. Name Responsible \Variables Period of operation &|Geographical Data & national
institution Sampling Frequency (SF) [coverage reporting
M3 Radioactivity Monitoring |[RPII Radionucleides in water, Since the early 1970s. Nation-wide. Greatest |Reporting: 1/2yr by RPII
of the Irish Marine sediment, & biota . density of sites where
! SF: 2-4/yr. ;
Environment. the impact of the
Sellafield facility is
greatest.
M4 Environmental Quality of |DoE Water: Physical, chemical, & [Since 1979 Nation-wide. A total of |National reporting annually by
Amenity and Recreation Local Authorities microbiological variables SE: 1/1-2 week from mid- 192 important marine DoE
Area_s, in particular, May to ultimo August bathing areas
Bathing Waters
M5 Bacteriological Quality of [DoM Faecal coli in water and Since 1981 Mainly W and SW DoM
Shellfish Waters. shellfish. SE: 2 weeks intervals ggast. 20(|) _Iolcatlons in
throughout the year coastal inlets
M6 Monitoring of Human DoM/MI, (FRC) |Water: Physical variables Since 1992 Nation-wide. FRC, JIMG
Food Sources. Shellfish: metals & organic SF: Annually 18 shellfish growing

EPA: Environmental Protection Agency; DoM: Department of the Marine; RPII: Radiological Protection Institute of Ireland; MI: Marine Institute; FRC: Fisheries
Research Centre; JMG: Joint Monitoring Group; DoE: Department of the Environment; CFB: Central Fisheries Board.
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Table 2.2-10 National surface water monitoring pro

grammes of Luxembourg (Kristensen and Bggestrand, 1

996)

Programme

microbiological variables

lakes

No. Name Responsible Variables Period of operation & Geographical Data & reporting
institution Sampling Frequency (SF) |coverage
Rivers and streams
R1 Biochemical monitoring [AE 26 chemical and physical SF: 1-13/yr Nation-wide
programme of rivers variables 217 sampling in all
main rivers
R2 Biological management [AEF, SCP PHYTPL, ZOOPL, INVERT, Since 1972 Main rivers and Reporting:
and control of inland MAPHYT, FISH Heavily polluted: 1/year principal affluents of scp
waters the whole country
Others: every 3-5 years
Lakes
L1 National Lake Monitoring 22 chemical, physical and SF: 8lyr 10 sampling sites in 3

AE: Administration de I'Environnement; AEF: Administration des Eaux et Foréts; SCP: Service Chasse et Péche
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Table 2.2-11 Dutch national surface water monitori

ng programmes (Kristensen and Bggestrand, 1996)

Monitoring Programme
(MWTL)

Monitoring of Marine
Waters

biological variables

SF: chemical & physical
variables 1-13/yr,
biological variables
1-18/yr

coast

No. Name Responsible Variables Period of operation & Geographical Data &
institution Sampling Frequency (SF) |coverage reporting
Inland surface waters
R1 National Surface Water [RIZA 120 chemical, physical and Since 1955 Presently 26 sites Data storage and yearly
Monitoring Programme biological variables SF: Chemical & physical throughout the country |reporting by RIZA
(MWTL) variables 6-52/yr,
Monitoring of Inland biological variables
Waters 1-13/yr
R2 Aqualarm RIZA Chemical & physical variables |Since 1974 7 online stations along |No reporting
Early warning network (semi-) continuous the rivers Rhine &
Meuse
Coastal and marine areas
M1 National Surface Water [RIKZ Chemical, physical and Since 1972 95 sites along the Data storage and yearly

reporting by RIKZ

RIZA: Institute for Inland Water Management and Waste Water Treatment; RIKZ: Institute for Coast and Sea
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Table 2.2-12 National surface water monitoring pro

grammes in Portugal (Kristensen and Bggestrand, 199  6)
NO. Name Responsible \Variables Period of operation & Geographical coverage |Data & national reporting
institution Sampling Frequency (SF)
Rivers and streams
R1 Water Quality Network  |INAG & DRARN [Chemical and physical Since Nation-wide, 109 Database: DRARN
Rede de qualidade da \variables SF: monthly sampling sites in Reporting: INAG
agua primarily large rivers
INAG: National Institute of Water; DRARN: Regional Directorate of Environment and Natural Resources
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Table 2.2-13 Spanish national surface water monito

ring programmes (Kristensen and Bggestrand, 1996)

NO. Name Responsible \Variables Period of operation & Geographical Data & national
institution Sampling Frequency SF coverage reporting
Rivers and streams
ES-R1 |Assessment of physico- [MOPTMA Chemical and physical Since 1962 Nation-wide Database: MOPTMA
chemical river quality \variables SF: 1-12/yr 448 sampling sites in all[Reporting annually
main Spanish rivers
ES-R2 |Biological classification of MOPTMA Macroinvertebrates Since 1980 Nation-wide Database: MOPTMA
river water quality (CEDEX) SF: 4/yr 847 sampling sites in all[Reporting annually
main Spanish rivers.
160 sites/yr
Lakes and reservoirs
ES-L1 |National survey on MOPTMA Physical, chemical and Since 1972 Nation-wide Database: MOPTMA
eutrophication in (CEDEX) biological variables . 350 reservoirs Reporting annually
. SF: 4/yr
reservoirs
ES-L2 |National survey on MOPTMA Temperature, transparency, Since 1984 Nation-wide Database: MOPTMA
eutrophication in (CEDEX) chlorophyll SF: 4/yr in summer 496 reservoirs, 1 river [Reporting annually
reservoirs by remote basin each year
sensing

MOPTMA: Ministerio de Obras Publicas e Urbanismo, Direccion General de Obras Hidraulicas; CEDEX: Centro de Estudios y Experimentacionde Obras Publicas del
MOPTMA.
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Table 2.2-14 National surface water monitoring pro

grammes in Sweden (Kristensen and Bggestrand, 1996)

No. Name Responsible Variables Period of operation &|Geographical Data & reporting
institution Sampling Frequency coverage
Lakes and streams
L1/R1 |National - lake & SUAS physical & chemical variables, |since 1972; National - 1000 lakes, |database; SUAS
Stream survey macroinv. SF: every five yr 300 streams Report every fifth yr; SUAS
L2/R2 |National time-series in SUAS physical, chemical & biological [since 1960s National - 85 lakes, database; SUAS
reference lakes & variables, sediment, SF: 4-12/yr, depends on 35 streams Report 1/yr; SUAS
streams palaeoreconstruction parameter
L3/R3 |National intensive time- |[SUAS physical, chemical & biological [since 1960s National - 15 lakes, database; SUAS
series in reference lakes variables, sediment, SF: 1-12/yr, depends on 15 streams Report 1/yr; SUAS
& -streams paleoreconstruction, parameter
contaminants in fish
Rivers
R4 National main-river SUAS physical & chemical variables [since 1960s 49 main rivers database; SUAS
outlets SF: monthly Report 1/yr; SUAS
Coastal and marine areas
M1 National pelagic high UMSC, SMSC, [physical, chemical & biological | GB: since 1989 three coastal & five Database & annual report;
frequency monitoring GMSC variables BP: since 1976 offshore stations UMSC, SMSC, GMSC, SMHI
K&S: since 1993 & RSAS
SF: 8-25/yr
M2 National pelagic frequent [UMSC, SMHI physical & chemical variables [since 1992; GB GB; 10 stations Database & annual report;
monitoring since 1993; BP, K&S BP; 12 stations UMSC & SMHI
SF: 6-12/yr K&S; 3-4 stations
M3 National pelagic low SMHI physical, chemical & biological [since 1993 GB, BP, the Sound, Database & annual report;
frequent monitoring variables SF: 6-12/yr FS K&S; FS: 25 stations, |SMHI
SF: 1/yr LFS LFS: 68 stations
M4 National soft bottom UMSC, SMSC, |zooben, splist, cnr, EH, sal, since: BP; 1980, offshore & coastal Database & annual report;
macrofauna GMSC tempw, GB, K&S; 1983, waters UMSC, SMSC, GMSC
macrofauna, sediment SF: 1/yr May-June
M5 National phytobenthos SMSC, GMSC (plants & animals, substratum, |since ? The Baltic Proper & the |Database & annual report;

sal, secchi.

SF: 1/yr August

Skagerrak

SMSC, GMSC
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No. Name Responsible Variables Period of operation &|Geographical Data & reporting
institution Sampling Frequency coverage

M6 National malformed IAER no. of eggs & abnormal since 1993 5 stations in GB, Database & annual report;
embryos of Monoporeia embryos SF: 1/yr February 7 stations in nBP IAER
affinis

M7 National ecological NBFI fish stock & individual analysis |since 1989 one coastal area in BP, | Database & annual report;
coastal fish monitoring SF: 1-2/yr GB & the Skagerrak NBFI

M8 National physiological IAER, GMSC blood & tissue constituents since 1989 one coastal area in BP, | Database & annual report;
coastal fish monitoring SF 1/yr summer GB & the Skagerrak IAER, GMSC

M9 Contaminant monitoring |IAER, SMNH, contaminants (heavy metals, |since 1979 GB, BP, K&S Database & annual report:
programme SUAS pesticides) in biota SF 1/yr in autumn IAER, SMNH, SUAS

M 10 |Monitoring of top SMNH Population size and dynamics. | Since 1989 GB, BP, K&S Database & annual report:
predators (seals and Health status. SMNH

SF 1/yr

eagles)

GB: Gulf of Bothnia; nBP: northern Baltic Proper; BP:

Contaminant Research Group.

Baltic Proper; K&S: Kattegat & the Skagerrak; FS: Frequent Sampling; LFS: Low Frequent Sampling; SUAS:
The Swedish University of Agricultural Science, Department of Environmental Assessments; UMSC: Ume& Marine Science Centre; SMSC: Stockholm Marine
Science Centre; GMSC: Gothenburg Marine Science Centre; IAER: Institute of Applied Environmental Research, University of Stockholm; SMHI: The Swedish
Meteorological & Hydrological Institute; NBFI: The National Board of Fisheries, Institute of Coastal Research; SMNH: The Swedish Museum of Natural History,

210




Table 2.2-15 National surface water monitoring pro

grammes in the United Kingdom (Kristensen and Bgges

trand, 1996)

No. Name Responsible Variables Period of operation &|Geographical coverage |Data & reporting
institution Sampling Frequency (SF)
Rivers and streams
R1 The Harmonised DoE, NRA over 80 physical and chemical |Many sites since 1975 A national network
Monitoring Programme SOEND. RPB attributes of river quality, but | SF: 6-52/yr covering Great Britain
' typically only 25 are measured 220-230 sampling sites
at any given site
R2 General Quality NRA OX, OXSAT, BOD5, NH4N, Since 1976 England & Wales: Database: NRA, SOEND,
Assessment (GQA) SOEnND, RPB and variables appropriate to | SF: 12/yr (4-24/yr) 40,000 km of rivers and | DoE(NI)
C_:hemlcal assessment of |DoE(NI) the stretch in question cgnals, approx. 7,000 Reporting: NRA, SOEND,
rivers, canals and lochs sites
DoE(NI)
Scotland:
50,000 km of rivers and
canals, approx. 2800
sites
Northern Ireland:
2,500 km of rivers,
approx. 290 sites
R3 General Quality NRA macroinvertebrates Start year: 1990 England & Wales: Database: NRA, SOEND,
Assessment (GQA) SOEND, RPB Every 5 year two or three 40,0(|)0 km of rlvsrgoa(\)nd DoE(NI)
Biological classification DoE(NI) annual samples gﬁg? S, approx. 7, Reporting: NRA, SOEND,

of rivers

Scotland:

11,000 km of rivers,
976 sampling sites
Northern Ireland: 2,500
km of rivers, approx.
290 sites

DoE(NI)

Lakes and reservoirs
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No. Name Responsible Variables Period of operation &|Geographical coverage |Data & reporting
institution Sampling Frequency (SF)
L1 Blue-green Algae Annual [NRA Blue-green algae, water England & Wales: England & Wales: Data held by NRA & DoE(NI),
Sampling Programme DoE(NI) samples, bloom and/or scum |Start year 1989 NRA regions no public report
material Routine sampling and Northern Ireland:
reactive sampling 1993: 52 water
Northern Ireland: abstractions and 17
1993: Routine monitoring | recreational waters.
programme Scotland:
From 1994: only reactive |Waters considered to
monitoring be at risk.
Scotland:
Routine monitoring
L2 Monitoring of inland DoE(NI) Microbiological indicators & Since 1992 Northern Ireland Data held by DoE (NI), no
waters commonly used blue-green algae SF: 5lyr 14 waterbodies, 31 public report
for recreation sites
Coastal and marine areas
M1 UK National (Marine) MPMMG Organic & inorganic variables |Data from at least 1988 Approx. 100 sites in the | Central database
Monitoring Plan in water column, sediment, SF: water 1-4/yr, upper, middle and being developed
(UK NMP) shellfish & fish sediment 1/yr, lower reaches of No UK report,
biota 1-2/yr estuaries, inshore and |Data passed to the North Sea
offshore coastal sites |Task Force
around the UK
M2 Water classification of SOEnND, RPB Use related descriptions, Start year 1985 All Scottish estuaries |Database: SOEnD, NRA,
estuaries NRA aesthetic, biological, Every 5 year exceeding 1 km DoE(NI)
DoE(NI) bacteriological, and chemical |SF: 4/yr, variable in 28 estuaries in England [Reporting: SOEnD, NRA,
conditions Scotland and Wales DoE(NI)
All 7 N.Ireland sea
loughs and estuaries
M3 Classification of coastal |SOEnD, RPB Use-related descriptions, Start year 1990 Coastal waters of Database: SOEND, NRA,

waters

aesthetic, biological,
bacteriological, and chemical
conditions

Every 5 years
SF: variable

Scotland
Approx 7,000 km
length

DoE(NI)
Reporting: SOEnD, NRA,
DoE(NI)
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Shellfish Waters.

micropollutants

No. Name Responsible Variables Period of operation &|Geographical coverage |Data & reporting
institution Sampling Frequency (SF)
M4 Marine Algae Monitoring [NRA Marine Algae Since 1991 England & Wales: Summary data held nationally
Programme DoE(NI) Weekly from May to §15 iq§ntified find non- |Annual internal report
September identified bathing
waters
Northern Ireland:
16 identified and
10 non-identified
bathing waters
M5 Monitoring of Bathing NRA, RPBs Bacteria, organic pollution 20 times a year during the |460 bathing waters in  [Annual reporting
waters. bathing season England + Wales(421),
Scotland(23), and
N.Ireland(16)
M6 Water Quality of NRA Heavy metals, organic SF: Variable 2-12/yr 29 shellfish waters Annual reporting

DoE: Department of Environment; NRA: National River Authority, England and Wales; SOEnD: The Scottish Office Environment Department; RPB: River Purification
Boards, Scotland; DoE(NI): Department of Environment, Northern Ireland; MPMMG: Marine Pollution Management Monitoring Group;
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Table 2.2-16 International inland surface water mo

nitoring programmes (Kristensen and Bggestrand, 199

6)

No. Name Responsible Variables Period of operation &|Geographical coverage |Data & reporting
institution Sampling Frequency (SF)
Rivers and streams
EU-R1 |EU river network. CEC 18 physical, chemical, and Since 1977 Large rivers in the EU |Database: CEC
Exchange of information [and Member microbiological variables Portugal and Spain from Member States Reporting: every three years
Council Decision no States 1986 . : by the CEC
77/795/EEC 1977 SF: monthly samples 126 sampling sites
Global Environment WHO & UNEP |Major ions (7) Since 1977 60 countries, world-
Monitoring System GEMS/WATER |Metals (12) wide, currently
GEMS /Water Collaborating Nutrients (3) participate in the
Centre Organic micropollutants (5) GEMS/WATER
Canada Basic variables (4) programme and around
360 surface water
sampling sites are
included
OECD OECD Rivers in the member [Reporting every 5 years by
countries. OECD
R-R1 |Rhine ICPRP Water: 61 chemical and Since 9 sampling sites on the [Database: ICPRP
physical variables SF: Water 12/yr to main course of the river :
Suspended solids: 30 continious Rhine Reporting annually by ICPRP
chemical and physical Suspended solids 12-24/yr
variables
Elbe ICPE 10 heavy metals, 16 sampling sites Database: ICPE
16 organic micropollutants Reporting: ICPE
and
5 biological variables
Danube Chemical and physical Since 1988 11 sites

Bucharest Declaration

variables.

Nutrients, heavy metals,
organic micropollutants and
petroleum products

Specific surveys performed in
1991-92.

214




including eutrophication
variables, heavy metals and
organic micropollutants
Hydrobiological and
microbiological variables.
Sediment monitoring

1 water sampling site &
200 sediment sampling
sites

No. Name Responsible Variables Period of operation &|Geographical coverage |Data & reporting
institution Sampling Frequency (SF)
Lakes and reservoirs
Lake IKGB Eutrophication variables, Lake Constance
Constance/Bodensee oxygen, major ions, heavy 3 water sampling sites
metals, organic
micropollutants, radionuclides
Hydrobiological and
microbiological variables
(phyto- & zooplankton,
bacteria)
Lake Geneva/Lac Léman |ICPGP Water quality variables Lake Geneva

CEC: Commission of European Communities; IKGB:

Constance;

ICPGP: International Commission for Protection of Lake Geneve against Pollution; ICPRP: International Commission for Protection of the Rhine against Pollution;

International Gewasserschutz-Kommission flir den Bodensee/International Commission for Protection of Lake

ICPE: International Commission for Protection of the Elbe
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2.2.3 lIssues with interpretation of results

The number of pesticides monitored varies dependium size, geographic location and

monitoring strategy throughout Europe. As an exampl England and Wales in 1996 a total

of 147 pesticides were monitored by water compaanes163 pesticides monitored by the

Environment Agency. In 1997 a total of 1419 sitesevmonitored for pesticides by the

Environment Agency (PEWG, 2000). A summary of testides most frequently exceeding

0.1pg/l is provided based upon the Environment Agenoyitoring programme for 1997 is

summarised in Table 2.2-17.

Table 2.2-17 Pesticides most frequently exceeding

(EQSs) in surface freshwaters in England and Wales

0.1 pg/l and environmental quality standards

in 1997 (Environment Agency, 1999)

Pesticide Total number of [ % of samples > 0.1 | % of monitored sites
samples ua/l failing any EQS
Isoproturon 3571 17.4 0.3
Mecoprop 3526 12.6 0.2
Diuron 3579 11.9 0.5
MCPA 2120 5.7 1.4
PCSD or Eulan 904 5.5 15.6
Simazine 6284 5.3 0
Atrazine 6409 4.6 0
2,4-D 2586 4.4 1.2
Oxamyl 784 4.1 N/A
Cypermethrin 1007 2.3 45.0
Diazinon 4317 2.2 13.1
Permethrin 1079 2.0 42.6
Carbofuran 1040 2.0 N/A
Carbaryl 1075 1.9 N/A
HCH Delta 2345 1.6 0.5 (total)
Aldicarb 947 15 N/A
Bentazone 1638 1.4 0
Dichloprop 1393 1.4 N/A
Propetamophos 3896 1.4 9.3
Chlorotoluron 3619 14 0
Pentachlorophenol 3870 1.1 0
Dichlorobenil 1300 0.9 N/A
Cyfluthrin 978 0.9 42.4
Alpha HCH 6424 0.9 0.5 (total)
TBT 1861 0.6 10.3

N/A: EQS not available
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Because of resource limitations the interpretatibmonitoring databases such as those
summarised in Tables 2.2- — 2.2-16 and highligintetiable 2.2-17 is not necessarily

straightforward. The following issues need to bestdered with care:
* Which monitoring programmes considered the pegimdjuestion?

* Were relatively simple screening methods emplogedentify presence of
chemical classes or were more complex methodstossahfirm identity and for

quantification?
* What size of water bodies was sampled?

» Were the analytical methodologies in use at the @ftow for quantitative

analysis at the levels required for the risk agaess?
* What was the usage and landscape context in wigitdttions were found?

» Were any attempts made to track and identify cafesdarge-scale detections

(i.e. point source contamination etc.)?

* What sampling strategy was employed in the momgpprogramme and how well

does this take into account the primary route afyen

This final point needs to be considered with gosaie when making use of water monitoring
programmes. This defines not only the spatial feeqy of sampling but also the temporal
frequency and any response to hydrological chadageexample, if the primary route of
concern is drainage or run-off, monitoring prograesmncluding a rainfall-response
sampling strategy is obviously important. It mustrbcognised when interpreting existing
databases that this aspect may not be includdttiprogramme design as sampling strategy

is often more simplistic.

Unfortunately, it is difficult to answer all of tee questions with historical databases with
certainty. This can impose limitations on the vatfisuch data within updated product risk
assessments. However, the availability and quafijata are constantly improving and new
spatial techniques are providing tools to assighéninterpretation of this information. Where
robust and detailed databases exist, there isatemipal to make very effective use of this
information to provide practical demonstrationsaofual exposure potential associated with
real usage situations. Where sufficient water ¢qgaind hydrology data are available
monitoring exercises can provide a useful dataf@sestimating parameter ranges required

for modelling predictions and facilitate comparisamth other (real or simulated) systems.
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2.2.4 Potential impact of point versus non-point sources

Large scale water monitoring programmes such asettescribed earlier cannot differentiate
between exposure arising as a result of spray, duiftoff or drainage following

recommended agricultural practice and that arifioign accidental spills or other large or
small point sources. Yet point source contaminabibsurface waters from pesticides within
agricultural catchments can be significant. In saages, contamination of surface waters via
point sources can be as great or greater tharsdiBources. Critical point sources include
areas on farms where pesticides are handledptidlsprayers or where sprayers are washed
down (Roseet al., 2001).

Monitoring projects conducted in the UK (Masetnal, 1999) and Sweden (Kreuger, 1998)
have identified that point sources can be respta$b a significant proportion of the total
amount of pesticide loading in surface waters adaccount for the peak concentrations
detected. For example, reported ranges run frdemaat 20% of the total loading up to as

much as 70%, depending upon catchment charactsristi

A case study in the UK based upon the River Cherivdsonet al, 1999) considered the
origin, timing and magnitude of losses of isoprotu(IPU), a pesticide for which drain flow
is a significant route of entry. In this study wateonitoring data was obtained from the
regional water supply company and was subjectedrteful interpretation. It was
demonstrated that monitored IPU concentrations pase to the period when land drains in
the catchment were known to have started flowirigs Tmplied that other agricultural
operations, including point sources, provided aermgnificant contribution to surface
waters than had been previously realised. Theteestih more intensive monitoring study
based in the same catchment have demonstratepidinasource contamination is generic

and not limited to specific chemicals.

In Bornholm, DK, 10 agricultural enterprises wangdstigated. Water samples were taken in
secondary groundwater close to the soil surfa@npies were taken in areas adjacent to the
farm and not in the treated fields. The total @mrations of pesticides measured ranged
between 3 and 1723@/L with peak concentrations of individual pestesdeaching 800

pg/L. The high concentrations were assumed to beethby excessive pesticide use,
inappropriate washing locations for spray equipnoenhappropriate handling of pesticides
(Bay, 2001).
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In a review of 42 investigations on 40 sites whaesticides are sprayed for farmers, the
picture is similar (Amternes Videncenter, 2002psttides were detected on 94% of the
sites investigated. It is thought that there aoeenpoint sources with large concentrations

that the study indicated.

Kreuger (1998) found that atrazine, hexazinonepyxamide, simazine and terbutylazine
(and to some extent bentazone and cyanazine) etecesulted from applications on non-
agricultural land such as farmyards. In a singlee¢ runoff from a farmyard resulted in a
stream concentration of 1Q@/L. In total, more than 6 kg of terbutylazine weasshed from
the land surface over a period of seven monthsgd_eoncentrations of a number of
pesticides were detected in groundwater colleatma farmyards with significant leaching
occurring for several months. Furthermore, twaesasf spills resulting from filling or
cleaning of application equipment were identifiéithe author concludes, "Indeed, a
substantial contribution of pesticide loss to stregater was from the application of

pesticides in farmyards."

German results (Mller et al., 2000) have shownh ¢lar 75% of the pesticide loading in a

monitored stream originated from a storm sewer Wwhiansported farm runoff to the stream.
In the final empirical catchment model developedh®yauthors, only the application rate of
pesticide applied in the fields was a significaatiable. The measured stream concentrations

ranged between 0 and gg/L.

2.2.5 Use of data for ecotoxicolgical assessments versus drinking water

evaluations

As summarised earlier, water monitoring programaresestablished with a very wide
variety of objectives. These objectives shape #segths of the studies, but in doing so, also
potentially limit their wider application as envinmental risk assessment tools. A summary
of the general advantages and disadvantages otoniogi data are summarised in Table 2.2-
18 based upon a review undertaken by ECOFRAM (1999)
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Table 2.2-18 Summary of advantages and disadvantag es of use of monitoring data within risk

assessment exercises (After ECOFRAM, 1999)

Advantages Disadvantages
Provides an actual measurement of chemical Costly
residue concentration, hydrologic response etc
Accounts for the inherent heterogeneity of the Time involved is weeks to years
system
There is a greater acceptance of measured data Difficult to design cost effective AND technically

viable sampling programs

There is public confidence in monitoring data May require many years of monitoring and/or
paired studies to evaluate effectiveness

Handling non-detects can be problematic

Results are accepted as ‘true’ values without
necessarily understanding context

Sampling represents discrete points in space and
time

Study only represents one unique combination of
conditions

Can be constrained by analytical precision and
limit of detection

Results can be misleading if one year monitored
isalin 100 event year

Cause and Effect may be difficult to assign

The conclusion of the analysis undertaken by ECORAR2999) was thatrhonitoring can
usefully be thought of as another “model” with aefible but relatively high uncertainties’

In many cases the most significant uncertaintiesagsociated with the potential of sampling
timings to capture an “event” of ecological sigoéince. This highlights a clear divergence in
the temporal objectives of water monitoring as egaptowards evaluation of drinking water
resources and as applied within ecological riskss®ents. Broadly, the purpose of drinking
water monitoring is to pick up background contamisgresent in water prior to abstraction.
The focus is generally upon chemicals that mayrbegmt in water supplies over extended
periods of time and will not focus on transientgad of chemicals. In this respect, drinking
water evaluations may provide useful informationdbronic exposure assessments, but the

ability to accurately capture critical acute expesperiods is literally *hit or miss’.

Among potentially the most powerful use of thorolyghlanned monitoring studies
conducted over several years that has been suddasiEeECOFRAM (1999) are as a means of
calibrating models to increase regulatory confi@ger@uch modelling could provide
probabilistic estimates of exposure across timespate to set the monitoring data into

context by consideration of the actual rainfall exenced and the watershed(s) involved.
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Under some circumstances, even though a formalat&in may not be possible, the
generalised use of monitoring data may be usedowige an overall increased confidence
about other pesticide transport assumptions amaéaielling approaches that could then be

used to support ecological risk assessments.

2.2.6 Acceptance/rejection criteria for monitoring results

On the basis of this overview, a number of acceygaajection criteria can be established
based upon the general uncertainties outlinedegattitially, the relevance of the

programme needs to be established:
» Did the monitoring programme consider the pestiaidguestion?

» Were the analytical techniques used suitable faratterising the chemical in

question at levels of ecological significance?

* What was the agricultural context of the catchnimihg monitored (relevance of

cropping to product usage)?

In addition, the following, often less easily detéred aspects need to be considered:
» Are large-scale detections attributable (i.e. pwarsus non-point sources etc.)?

* How does the timing of these large-scale eventgpapenwith the anticipated
primary routes of entry (i.e. do significant loagisncoincide with rainfall events,

initiation of drainflow periods in the autumn, pmas of expected usage)?

* What sampling strategy was employed in the momgpprogramme and how well
does this take into account the primary route tfyefh.e. sampling coinciding

with rainfall events, sampling during intensive gsgeriods etc...)?

Since the purpose of higher tier risk assessmaaringarily to reduce uncertainty the use of
such databases as risk assessment tools shoutchfidered with great care. Ultimately, the
results of an individual monitoring programme canalbvery powerful risk assessment tool,

but only if a sufficient number of these criticalagrtainties can be clearly overcome.
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2.2.7 Design of surface water monitoring programmes

As summarised earlier, monitoring programmes magdmelucted for a variety of reasons.
Of specific relevance to supporting environment assessment submissions for regulatory

evaluation the following could be considered:
» To support higher-tier field research (drainageligts, run off studies etc...),

» To investigate presence of chemicals not consideyadutine monitoring

described above (specific use situations, recgmtrations etc.),
* As components of product stewardship campaigns.

» To assist in calibrating modelling assessmentxpbgure

A summary of characteristics of monitoring prograesnconducted at three illustrative scales
are summarised in Table 2.2-19. The key comporfegmyp monitoring programme is the
sampling and analysis strategy. The strategy dpeelas determined by the objective and
scope of the study, campaign or research prografmatét supports. The key considerations

are:
* Is the chemical likely to be detected (is it used?)
* Number of samples and frequency
* Method of sample gathering
* Location
* Number and type of determinands per sample
* Level of detection
» Efficiency of recovery
* Cost
 Time
Location is probably the most important design aberstion. Wauchope and co-authors
(1995) have concluded that if the study is to aslslresk assessment concerns or to monitor

use of many pesticides, the study area should lEges as possible. The use of a very large

area maximises the chances of detecting traceslodémical which may occur only in a
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single water body and will be missed if that pautae water body is not sampled. A range of

agricultural conditions may also be covered (egography, hydrology).

Wauchope and co-authors (1995) have pointed otiutilass an automated or response-

driven sampling strategy is developed the practigat on size is likely to be the number of

samples which can be collected in a reasonablegeried and travel between sampling

points. On the basis of the experiences of Fedrdt (1982) it was concluded by Wauchope

et al (1995) that where this is not possible a samplingupport a run-off monitoring

programme based upon twelve locations in an area @b kilometres square can

comfortably be sampled for water and sedimentwoeking day.

Table 2.2-19 Summary of Design Considerations for

upon ECOFRAM, 1999)

Monitoring Programmes (based in part

Design Consideration

Small-Scale Test
Plots

Sub-catchments

Catchments

Drainage area size

<0.05 HA

10-40 ha

10 to > 100 km?

Flow regime studied

Overland (partial)

Overland, ephemeral
streams, ponds

Perennial streams,
rivers, lakes, reservoirs

Point of interest

Localised runoff,

‘Worst-case’ exposure

Large scale exposure

drainage or drift and dilution
Site characterisation High Moderate/high Low
Control over system High Moderate Low
Simulation of Yes Difficult No
precipitation
Study duration Days to years Seasons to years Years
Field heterogeneity Neglected Represented Represented
Field-scale influences Neglected Represented Years
on pesticide transport
Focus Research, idealised Label use Reality

system, label use

The field instrumentation used to support the stglign needs to take into account all of

the points described earlier. Water can be sanpledwide range of techniques and devices

in order to collect either bulk samples (e.g. fritva ‘centre’ of a water body), from the

surface (where hydrophobic chemicals may concegjtmatincluding both the surface layers

and depths (integrated-depth sampling). Instruntiemtéhat supports an automated sampling

strategy provides an opportunity for developingtemssed sampling regimes. However,

there are practical limitations that need to begeised. Power failures and fouled sampling

equipment are common. Sediment sampling also reptes very significant technical
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challenge. Very large variability is often encourtkin sediment sampling and can create
heavy sampling burdens and interpretation problémariety of passive water sampling
techniques have been proposed recently that hogpeoid some of the more problematic
aspects of monitoring study design and interpratatlltimately, however, Hendley (1995)
has concluded that there is no substitute for lgpaiperson on-site during critical periods in
a monitoring study to help ensure that represergathmples are taken. This view is shared
by Wauchopet al. (1995) in their review of methods and interprietabf run-off field

studies.

The UK Environment Agency (in collaboration witret&cotland and Nothern Ireland Forum
for Environmental Research (SNIFFER)) and the RerAuthority in Italy (with scientific
support of the National Research Council — WateseRech Institute) have developed a
detailed Manual of Best Practice for the desigwater quality monitoring programmes
(Environment Agency, 1998). The manual has the gmef supplying step by step guidance
to organisations responsible for water monitoriotjvities on what, how and when to sample
and how to analyse the resulting data and generat@gement information. Consultation of
this document would be of obvious benefit when @ering the development of large scale

monitoring programmes.
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2.3 Landscape analysis

The concept of refining Step 3 modelling input paeters using spatial approaches is an
important component to Step 4 approaches, andwilhtroduced in several sections of this
document. The ability to efficiently analyse laayaounts of spatially related information
pertaining to the agricultural / aquatic relatioipsias broadened the horizon beyond Step 3
scenario parameters when needed in the risk assespnocess. This involves combining
and processing of harmonized thematic data selsnnat Geographic Inforamtion System
(GIS) to gain a refined (and quantitative) undeardiag of the agricultural landscape. The
data sets include information on environmental d@oonts, agricultural practices, statistical
input and ecological indicators as well as infolioraterived from remote sensing
instruments.. In addition to the refinement offiSt8 inputs and development of new
modelling scenarios, landscape analysis can atsoda inputs for other higher tier

modelling methods, such as catchement-scale artdipitstic approaches.

Topics covered within this section include: a d&gian on the spatial unit of analysis, the
site selection process, discussions on a numdand§cape factors that can be used to
describe the agricultural landscape, several exasgrgfi calculating exposure estimates using
spatial approaches, relating landscape factordamar area, other supportive information
for higher tier exposure assessment, and the usaraftely sensed data in landscape

characterization.

While attempts have been made to compile a cragmaef spatial approaches, the scope of

this task is large, and the reader should als@weliterature for additional approaches.

2.3.1 Unit of analysis

For the purposes of surface water aquatic risksagsent, there are several approaches to
examining the “unit of analysis”. The unit of ay&ib is that spatial feature to be examined
as either a contributor or receiver of potentiglasure. In simple terms, this can be either
the water body (as that unit receiving potentigdasure and which should be evaluated), or
the agricultural field (as that unit contributingtpntial exposure, with possible mitigation).
Other approaches include the analysis of catchareats, grid cells, and even individual
water body segments. All approaches are valigpecific purposes, and all should be

considered for the specific application. Data rexquents, data availability, level of GIS
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complexity and processing time required are alkaigrations that should be taken into

account.

2.3.1.1 Agricultural field

Field level approaches might be used when theigdalidentify those agricultural areas that
may contribute the greatest amount of potentiabsype, with the goal of regulating

pesticide applications or mitigation efforts. lamy ways, this approach makes most sense to
the farmer and may be the best implementationaation specific mitigation measures. In
other words, using the field as the unit of analysibvides the ability to selectively

implement a variety of mitigation measures basethemotential exposure of those fields

(type of exposure, temporal aspects, other neighdpamputs, etc.).

The definition of a “field” should be considereddr@ the application of this type of
analysis. Many land cover data sets do have fielthdaries based on land parcel
information (e.g., topographic data sets such @AiFKIS DLM/25 in Germany, crop

subsidy management systems, etc). In some cabesg Vand cover information is generated
from remotely sensed data (satellite or aerial imgg the delineation of fields (as opposed
to simply cropped areas) should be clarified uptireo that it can be implemented if
possible. Using satellite imagery of 10 to 30 m®in resolution, it is unlikely adjacent

fields of similar crop types can be separated.

2.3.1.2 Water body

Water body level approaches to landscape analgsis the appeal that they represent the
structure in which surface water protection goa¢saamed. There is also great diversity in
water body characteristics and potential exposesejlting in a distribution of exposure
results, rather than a single value. These resatide used as inputs to catchment-scale
modelling and probabilistic approaches. An undemding of all impacts to a water body,
regardless of field definitions, allows for a miw@istic approach to exposure assessment, as

multiple inputs can be examined.

As with the field approach, the working definitioha water body is important to understand
when assessing the results. Hydrologists ancasskssors may have different views on how
a water body is defined (based on physical/mormhoéd characteristics, or on exposure
potential). Commonly a flowing water body in a GéSlefined as the length between one

confluence and the next, or the headwater todwatluence. This provides a consistent
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morphological water body (i.e., flow is unlikely thange without inputs from confluences),
and is consistent with some stream ordering metimdscan result in streams that may be
longer than appropriate from a risk assessment pbiiew (i.e., larger than the 100-metre
edge-of-field water body at Step 3). Static whiedies such as ponds are already spatially

distinct and do not need much discussion in thes.ar

One approach to the dual view of a water body isse®a two-tiered approach. This method
uses the “confluence to confluence” method asitletfer, producing hydrologically
relevant exposure results, and also sub-dividiegetwater bodies into segments of equal
and exposure-relevant lengths (e.g., 100 meti@4jile more difficult to implement, the
results are more usable for both current and futeesls (i.e., re-cast results using different
segment lengths, or update exposure results fdictiidluence to confluence” water bodies

with newer physical characteristics).

It should be noted that when GIS-ready hydrologg dsused in an analysis, many times a
unique water body identifier is already presenirfithe data provider. How this water body
identifier was assigned should be investigatedthénleast, the source water body identifier
should be maintained throughout the spatial pracgso final exposure results can be

related back to the source data for comparisomoelation with other factors from the data

provider (or other organizations using the sameftbase hydrology data).

2.3.1.3 Catchment

The use of catchment areas as the unit of anatysisted for issues related to spatial factors
beyond the field-to-water body analysis. Whilewallts of analysis encompass a speficic
area on the ground, catchments are hydrologis,umitlike agricultural fields or grids (i.e., a
10 x 10 km area). They represent a larger areagththey can vary in size/scale) than water
bodies, and can be a unit of analysis individuailysed as a method for ranking relative

vulnerability over larger areas.

Evaluating the potential exposure for individuaictenents can incorporate cumulative
exposure beyond the field to water body methode ddmplexity of catchment level analysis
can vary from simple exposure factors for the ertatchment, to very complex dynamic
factors such as movement within the hydrologiceysttemporal aspects and more complex

spatial relationships between environmental faciois the surface water.
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2.3.1.4 Grid cell

The grid (i.e., a series of rows and columns ofaflgsized cells; such as a 25 x 25 km grid
across the EU) as a method to evaluate potentisexe can be used at a variety of scales.
The grid approach as a unit of analysis generatasstape factors for each grid based on the
underlying spatial data (e.qg., total length of flegvwater in a 10 x 10km area). A formula or
function may also be used to combine landscaperaatto an indivudal exposure metric for
each grid cell (e.g., exposure = [crop densityitfil * soil factor] each 10 x 10km area).
The size of the grid cell (e.g., 25 x 25 km, 100krh, 1 x 1 km, etc.) should be chosen as to
be appropriate to the area of study, the issuerumdanination, and the landscape data
available. Small grid cell sizes (i.e., 5km x 5kshpuld be used to study smaller areas,
where available landscape data are more spat&filyed, or to gain greater granularity in the
spatial distribution of the results. Larger graisizes (25 x 25 km) can be used to cover
larger areas (specifically for the site selectiad/ar vulnerability ranking process aimed at
refining the area of analysis for futher, more deth analysis), or where data sets do not

allow for greater resolution.

2.3.2 Site selection process

The landscape analysis techniques and subsequeiftsrdescribed hereafter, while valuable
tools in and of themselves, realize their full poi@ only when placed within a greater

spatial context. By identifying regions that aomsidered to be homogeneous with respect to
the parameters that are being analyzed, the lecatid number of individual study sites
necessary to capture the variability inherent withie area of analysis can be determined.
The site selection process allows the analystdn thake statements regarding a larger area

based on an analysis of a subset of that area.

This process is especially important when StepeBa&go parameters are going to be refined.
It is important to start with the extent of the Elwvhich the scenario is representative, so
that when one or more modelling parameter is refuhge to landscape-level analysis, there
is confidence that the results are indicative tyfpgcal to highly vulnerable area for that

scenario.
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2.3.2.1 Generic methodology for site selection

There are many ways to conduct a site selectiotafatscape-level analysis, but in general a

generic framework can be followed.

Identify Spatial Identify Specific Identif_y Key Types Account for Other _ .
“Window” of | Areas that are . of Variability in the Ll Factors that List of Sites
Analysis Relevant_to the Parameters Being Impgct Your_ to Analyze
Question Analyzed Specific Analysis

The generic framework above can be representedchasber of questions that should be

answered in order to determine where and how miéey might be required:

1) What is the spatial “window” of the analysis®the analysis to cover the entire
EU? A Step 3 scenario? A single country? A speo#fgion that exists across

national boundaries?

2) Within this spatial window, what specific areastain the factors to be analyzed?

For example:
* Where are the crops of interest grown?
* What are the predominant soil and climate condstton
«  Where do the types of water bodies of interest Kitcu
* Where do the species of interest exist?

3) Is there any “sub-variability” in the factorstie analyzed that should be

accounted for? For example:
« Are there different methods of application?
« What are the important transport processes?
« What types of water bodies present?
« Are there different habitats for a species of ies¢?
4) Are there other factors that may impact theymisP For example:
< Availability and accessibility of data (or lack tkeef)
» Political factors

* Financial considerations

By answering these questions, it is possible to:
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» Determine with some level of confidence the loga(@and number) of study sites;

* Represent the variability with respect to the paatens to be analyzed; and,

» Place each study site into a larger context thattifles the spatial extent to

which the results can be extrapolated.

2.3.2.2 Scale in the site selection process

In order to better understand the site selectioggss and how scale plays a key role, it is
instructive to use a real-world example. Annexdid/olume 1 describes an example

landscape analysis that was conducted for cithushort, the goal was to identify an area
that adequately represents citrus production withénEU (see the text of the example for
more details). In order to perform the site sédegta series of analyses were undertaken
representing different scales of information fromano to micro until a specific area could

be identified and selected for analysis.

As stated above, the process can be broken dowmigéneric framework that was followed
in this example. The first step is to define thatil “window” for analysis; in this case
simply the EU as was defined in the problem statém@&he next step is to identify specific
areas that are relevant to the desired analysisthis example, we are interested in citrus, so
citrus production within our spatial “window” (tHelJ) was examined. To do this,
agricultural statistics were used to identify tloeiatries that produced citrus, and as the
example indicates, Spain accounts for the largegtesportion of the citrus production. To
this point in the process, things have been loaked the coarsespatial “window” scale
using EU-wide statistics. This is often the staytpoint for a site selection process, and
leads to a refinement of the analysis. Regiorimpbrtance for specific crops with very
restricted spatial extent (e.g., Altes Land in Gamg) may not be found by starting from
relatively general data at the EU level, and mayire more targeted examination baed on
more specific local knowledge. However, the resaftthe landscape analysis performed on
such a specific area may be more difficult to gptitate to other areas and to provide

relevance for Annex 1 examination.

Looking at our flowchart above, we move to the retgp which is identifying specific areas
within the spatial “window” that are relevant tetuestion. In order to do this for our
example, additionalational scalecropping statistics were used to identify areahiwi

Spain that would be candidates for analysis. Asbeaseen in Figure A4.1 of the example,
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the Valenciana region in eastern Spain standsthteaprimary production area for citrus

within Spain.

In some cases, narrowing down our site to thistpoey be sufficient, but because landscape
analysis often requires that the analysis be pedron individual water bodies or other
relatively detailed units of observation, it mayrieessary to further refine the selection of
areas. In this example, we move beyond a natsx@é to aegional scaleghrough the use

of even more detailed crop statistics describinglemnspatial unitsriunicipiog. As can be
seen in Figure A4.3 of the example, specific argéisin the Valenciana region are now
identified as primary candidates for our detail@adscape analyses. The results of the
detailed crop statistics were then compared taiieibution of tree crops based on the
CORINE land cover.

By working down to this regional scale, we haveniifeed a specific area within the EU that

is manageable in size for a detailed analysis®fdahdscape interaction between citrus and
water bodies. We can also feel confident that bse®f the intensity of the production, we
will be analyzing a statistically significant samghat is representative of citrus production
within our spatial “window”. Once we have achiewbi goal, a specific area of analysis is
then identified based on a unit of analysis (diseddurther in the next section). For this
example, the unit of analysis was the footprind gfatellite image that will be used to

quantify the landscape within the study area. &slze seen in Figure A4.4 of the example, a
single satellite image will encompass the areatfrest and that area of coverage will be

used to define the fingktudy area

2.3.2.3 Units of analysis

As described above, scale is an important facttiérsite selection process and it is
generally necessary to solve the problem in aremental fashion moving from macro to
micro scales of analysis. Often, it is difficudtdetermine the units of analysis that can or
should be used as one moves through these diffecafds. Below are some examples of

units that may be appropriate for helping to gdarlie site selection process:

» Because landscape level analyses often involvewdtrie,National or Regional
Crop Production Statisticsan be used to identify sub-regions (nations) iwithe
EU that produce the crops of interest and elimitlaee areas that are not of

concern.
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* The analysis may involve issues or factors that@tdend themselves to discrete
units of analysis that are arbitrary such as natibnundaries. In this case, itis
often more appropriate to ussmdscape characterization unigsich as
EcoRegions or other similar environmentally bageatial units. EcoRegions are
areas of similar environmental composition withpeas to climate, landscape

(and sometimes biologic) factors.

» Other environmental units suchlagdrologic catchment&escribed in Section
2.3.1.3 above) may be appropriate when hydrologenpmena are being
analyzed. Catchments can vary in scale from m@ueggor fluvial systems) to
micro (individual water body catchments). As atggainit of analysis for site

selection, catchments can be extremely usefuldbneéating areas of interest.

» Often an analysis is driven at least in part bytigal or legal concerns. In these
cases, it may be necessary to use some foadrafnistrative unit¢o delineate
areas of analysis in the study site selection.s&meay be member state
boundaries or sub-national boundaries such asmresior cantons, etc. and often
some form of administrative unit can be used thatpipropriate for the scale of
analysis being conducted. As an example, macropee state), regional
(provinces) and micrarfunicipig boundaries were used in the citrus site

selection described above.

» Other more arbitrary units may be used as appri@pierhaps driven by the
format in which the underlying data is providecor Example, in the citrus site
selection a final study area defined by the foatpof the satellite imagery used to
provide the landcover information for the study wasd to define the final study
sites. In general, however, the spatial unit @lgsis should be driven by the

guestion being answered and not the other way droun

2.3.2.4 Data consistency

One important consideration when performing asiection analysis is to account for
differences in data that may be used. It is alvelg@rable to use some form of data that
provides the same type and detail of informatiamss the entire spatial “window”. For
example, let us assume that hydrologic densityfé&stor to be considered in a site selection
process. Using a dataset for one region (memhbtg)swithin a spatial “window” that

provides detailed spatial information about the llssaiwater bodies and then using another
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dataset for a different region (member state) doas not provide the same level of spatial
detail and omits the smallest (but most commongwnabddies can lead to biases in the site
selection process. In this case, the more spatialiailed data would create the appearance
that those areas covered by the dataset were mdrelbgically intense, while this may not
actually be the case. Because of these typecwmirfa it is imperative that the analyst take
the level of detail inherent in a data set intocart when conducting a site selection

analysis.

2.3.3 Landscape factors

A more refined understanding of the agriculturaldscape can be obtained with available
geodata and spatial technologies. This sectiomgituss a number of landscape factors that
can be derived from spatial data, and that can bleemsed to refine model inputs for Step 4
analyses. It should be noted that the landscagiers presented are concepts, and should
not related to a specific methodology or data sEfere are numerous ways to achieve
similar end results via differing data sets andnods. While example methods are
presented, they do not represent the only methretddtappropriate. As in all analyses using
spatial data and approaches, a complete descriptittre input data sets and processing
methodology should be provided in order to intergine results appropriately. The
landscape factors discussed in this section afmedtin the following table. Each area is
discussed briefly in beginning of this section|daled by a more exhaustive description later

in the section.

Landscape Factors related to:

Meteorological and climate inputs
Soils
Catchment area and characteristics
Elevation and derived metrics
Hydrologic density
Cropping density
Buffer width
Buffer composition
Perimeter composition
Proximity of crop to water
Wind speed and direction
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Meteorological information is a key element in estting and refining exposure to surface
water using existing models. Data that are margteally comprehensive or more spatially
refined can be used in Step 4 to refine the parnsesed at Step 3 to be more representative
of the specific conditions, crops, etc. being exsdi Spatial distribution estimates of
meteorological data are very important especialinauts to spatially explicit landscape,
regional, and global models. Nevertheless, the mmsimon sources of climatic data are
meteorological stations, which provide data onlydimgle and sparse locations (discrete

points in the space). Methods for interpolatibpaint data are discussed.

The characteristics of soils play a major rolehia potential exposure of surface water from
runoff and drainage routes. A number of soil prape can be important in the landscape
level evaluation of soil-related exposure, inclydgoil texture, pH, hydrologic group,

organic carbon content, etc. Soll attribute dlag are more comprehensive or more
spatially refined can be used in Step 4 to refireegarameters used at Step 3 to be more
representative of the specific conditions, crops, fleeing examined. An understanding of the
organization of tabular (attribute) and spatial data, using the Soil Geographical Data Base

of Europe as an example, is the focus of this gecti

Catchments are commonly desirable as a unit ofyaisdior surface water, specifically for

drift and surface runoff issues, since they candsl to spatially relate land area, and other
characteristics, to surface water. The catchmesat, @ropping patterns and treated amount
are parameters used in the Step 3 scenarios. éRedimt of these parameters is possible using
landscape-level data. Larger catchments canb&lssed as a unit of analysis for relative
vulnerability studies in which large areas are exaohto determine a suitable detailed area
of study that can be ranked and/or quantified. Catchment Characterization and

Modelling data set (from the Agri-Environment Actimanaged by the Soil and Waste Unit
of the JRC Institute for Environment and Sustailigbiis discussed as a possible data

source.

Elevation and derived metrics such as slope, asf@ataccumulation, and compound
topographic index (CTI) can be useful in the estiomof surface water and pesticide runoff.
These metrics can also provide useful landscapectaiistics such as the potential presence
of flowing surface water (can be used in the abs@fi@vailable vector hydrography),

surface water flow direction, and drainage aré&efinements in slope and drainage area
have direct implications with respect to Step 3 elggirameters (at the local level), while
broader use of coarser-elevation derived metriosige inputs for relative ranking of

potentially vulnerable areas across the EU for Anhevestigations.
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The hydrologic drainage density of an agricultanaa may be an indicator of relative
potential exposure to surface water from agricaltpesticides. Drainage density is
calculated as an indicator of the average draicagacity of the hydrographic network over
a certain area. The relative ranking of hydrolalyi@ginage density can be used to compare
regions (both within a single MS and between M$geavhaps in the development of new
scenarios), and can also be an important parteobtbad site selection process, in order to
ensure that the final area studied representstie of agricultural / hydrological interaction

desired.

Estimation of cropping density is a common modepagameter to refine as it is relatively
straightforward to estimate and provides an undadstble and transparent modification to
the Step 3 scenarios. There are a number of methatisan be employed to derive cropping

density, depending on the unit of analysis, avéglalata and spatial processing complexity.

A primary factor in assessing potential exposurgutdace water is width (and composition)
of naturally occurring buffers between cropped amed surface water. These buffer areas
may supply some natural mitigation to spray dniftree runoff process. In order to quantify
the buffer width and composition (when it exit$)isiimportant to define the spatial
component of the buffer. The width of the natyraltcurring buffer is a direct parameter in
the Step 3 models, and provides an easily undetstmthod for modifying Step 3 scenarios
in the Step 4 process. While the concept of a bidfequally valid for both drift and runoff,

the characteristics of the buffer that promote gatiion are different for the two processes.

The composition of the water body perimeter dessrithe relative proportions of perimeter
that are in different exposure categories (direatljacent, buffered, and non-cropped). This
may be important because the spatial relationsh@pveater body to crop (the potential
exposure) varies along the length / perimeter.s Tikkasurement provides an indication of
the variability of potential exposure along the evdiody perimeter, beyond simply a single
PECsw value. While this is not a standard paramet8tep 3, knowledge of this exposure
variability can enhance the understanding of tifle@mce of the landscape related to

exposure.

The crop proximity metric provides a single valaalescribe the distance between crop and
the water body (as opposed to the buffer width tioicly describes the buffered portion of
the water body, not the entire water body). On¢hoekcombines both the measured
distances to crop along the perimeter, with theqanges of water body perimeter that fall

within specific classes, into a single index. Ténigp proximity metric provides a single
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value that expresses extent of potential exposag &4 of perimeter exposed) and the
intensity of the exposure (as distance from cropdter). Another approach uses the
agricultural field as the unit of analysis, andedetines the portion of the field that is closest
to the water body, and provides a (minimum) progmaalue for the field based on that

portion.

Using landscape-level information, the potentigd@sure of surface water to spray drift can
be examined based on wind speed and directiornyialipfor a refined examination of drift,
possibly including alternate drift curves or exp@sestimated where drift can occur from
only one direction at a time during an applicatigndiscussion on the general use and

interpretation of wind speed and direction is pnése.

The landscape factors summarized above are prelsenteore detail in the following

sections.

2.3.3.1 Meteorological and climate inputs

The availability of spatial information about metelogical data and climatic conditions is an
important factor for many environmental discipliree®l natural resource management
activities that use these variables as a basiedergtand the processes they study. Spatial
distribution estimates of meteorological data ag/\vmportant especially as inputs to
spatially explicit landscape, regional, and glaipaldels. Nevertheless, the most common
sources of climatic data are meteorological statierhich provide data only for single and
sparse locations (discrete points in the spacegtedtological stations collect various

environmental data from a variety of instruments.

Meteorological information is a key element in estling and refining exposure to surface
water using existing models. Meteorological dateyvn scope from global down to local
level, usually with variation in the content, petiof sampling, and spacing of stations. Of
particular and direct interest to Step 3 modeliregthe precipitation and temperature
measurements, while other meteorological infornmafguch as wind speed and direction)
may also be applied at Step 4. Meteorological ttethare more temporally comprehensive
or more spatially refined can be used in Stepréfine the parameters used at Step 3 to be

more representative of the specific conditionspsretc. being examined.

Both the extent of coverage and the period of Gyeare important factors to consider

when using meteorological data. One of the mesful databases is the meteorological data
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from the Monitoring Agriculture with Remote SensiiMARS) program (MARS, 1997) This
data set contains historical daily weather obsematfrom several hundred meteorological
stations across Europe from 1975 — 2003 (deperafirgiations). The spatial extent of this
data also includes coverage of the new EU membersst The data are interpolated to a 50 x
50 km cell grid structure. (A complete descriptainterpolation techniques is included

later in this section). The MARS data were useddfine the agro-climatic zones as part of
the Step 3 scenario definitions by the FOCUS Seri&ater group (FOCUS, 2002).

It should also be noted that MARS data are uncteckvalues, i.e. there is no correction for
wetting losses, temperature, wind speed (leadimgitdall not being perpendicular to the
measuring devise), effects of rain intensity ongifawhich also whirl around in the air rather
than drop perpendicular to the measuring devicegddition, the correction factors will
depend on the type of rainfall station used. Theemtion factors are particularly large in in
areas with significant annual snowfall. As an exEmgtandard correction factors (%)
calculated for the period 1961-90 for Denmark @ below (Vejen et al., 2000).

Type | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec | Year

A 29 30 26 19 11 9 8 8 9 10 17 29 16

B 41 42 35 24 13 11 10 10 11 14 23 37 21

C 53 53 45 29 16 13 12 12 13 17 29 48 27

*The types A, B and C refer to different degrees of sheltering of the rainfall station

As the Danish rainfall varies between 550 and ayprately 1000 mm/year, the correction
amounts t0100-200 mm/year. . The potential to uestenate rainfall should be carefully
considered before using the MARS data set, possilttycoordination from the data
providers, in order to use the data appropriat€iher sources of information on this issue
include Allerup et al. (1997), Aune et al. (1988)MO (1982, 1998), and Yang et al. (1995,
1999).

For some applications, rainfall intensity is an artant factor, and daily rainfall data is not
sufficient. This is most relevant for runoff eséition since the time period over which the
precipitation occurred has a direct impact on thewant of surface runoff. Bissonnais et al.
(Bissonnais, 2002) used the seasonal frequen@jirdhil exceeding 15mm per hour as part
of an estimation of erosion risk for all of Frandéational precipitation data from Météo-
France was used in this analysis. Note that tteskiold of 15mm per hour was determined
to balance precision of the data and ability tovjite discrimination for regions in France,

and is not necessarily appropriate for other areas.
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A station could collect data such as precipitattemperature, pressure, relative humidity,
wind speed and direction. Data are collected frogtemrological stations on a periodic basis.
The collection can be either manual or automatie parameters collected at the
meteorological stations can be used in a variegnefronmental studies including the
development of climatological databases and madgHctivities. The spatial array of data at
each single location may enable an estimation@##lue of properties at un-sampled sites
(spatial interpolation). The value of a propertyweEen data points can be interpolated by

fitting a suitable model to account for the expdatariation.

Spatial interpolation is especially important ilyhor mountainous regions where data
collection is sparse and variables may change sivent distances. Interpolation techniques
for meteorological variables evolved a lot durihg tast years thanks to the increased power
of computers used for forecasting models. Trad#ilgnthe applied method has been the
linear interpolation between stations and the dngvaf isolines based in the researcher
knowledge of the studied area. But the more rewenks are interested in searching
statistical or mathematical relationships betweeoggaphical variables (orography,

continentality, etc.) and climatological variables.

There are emerging techniques that use GIS (Geligadpnformation Systems) to model
these climatological variables. GIS has today eswiwmto powerful management tools used
for capturing, modelling, analysing and displaysmatial data and they represent an
amalgamation of database technology with compw@gisted cartography (Worboys, 1995).
Analysis is achieved across data layers in an bbjgentated programming environment
allowing spatial variables to be mathematically bored and statistically compared and thus
producing new spatial datasets. Cimatologicalraateorological phenomena are spatially
distributed variable and hence GIS represent aibiselution to the management of vast
spatial climate datasets for a wide number of @appibns. A combination of GIS and
remote-sensing techniques may represent a veryrfidwgelution to obtain and combine

geographical variables and climatological variables

Remote sensing enables the acquisition of large-scanprehensive datasets where as GIS
provides a means to display and analyse the dataexXample, Digital Terrain Models
(DTMs) can be manipulated in a GIS to provide sebas climatological dataset.
Traditionally these were derived using land-surmgytechniques but are now remotely
determined using Synthetic Aperture Radar. Comprglie raster climate datasets can also
be inferred from satellite imagery. For exampleh&tich et al (2001) produced land surface

temperature maps by combining a DTM with brightrtessperatures derived from
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METEOSATSs thermal infrared channel. Similar apptaschave been used by J.Verdebout
(2000) and El Garounani (2000) to generate sumi¢tca-violet maps of Europe and

evapotranspiration maps of Tunisia respectively.

As mentioned before, sampled meteo-climatic datgpamt source in nature because the
most common sources of climatic data are meteoigdbgtations, which provide data only
for single and sparse locations. One of the biggeslienges facing meteorology is the
extrapolation of point climate data across a wikgtial domain through the interpolation of

point station data across the landscape by geststatitechniques.

In general, interpolation is a method or matheraafienction that estimates the values at
locations where no measured values are availapkiebinterpolation assumes that the
attribute data are continuous over space. Thisvalfor the estimation of the attribute at any
location within the data boundary. Another assuampis that the attribute is spatially
dependent, indicating that the values closer t@yedhe more likely to be similar than the
values farther apart. These assumptions allowh®spatial interpolation methods to be

formulated.

It has been shown by different works that themisingle preferred method for data
interpolation. Aspects of the algorithm selectioretia need to be based on the actual data,
the level of accuracy required, and the time anddonputer resources available. Selecting an
appropriate spatial interpolation method is kegudace analysis since different methods of
interpolation can result in different surfaces atianately different results. Statistical
techniques can be used to evaluate the interpolaiethods against independently collected

data.

One of the simplest techniques is interpolatioriawing boundaries, for example Thiessen
(or Dirichlet) polygons, which are drawn accordinghe distribution of the sampled data
points, with one polygon per data point and the giaiint located in the center of the
polygon. This technique, also referred to as treafast neighbor” method, predicts the
attributes of un-sampled points based on thoskeohearest sampled point and is best for
qualitative (nominal) data, where other interp@atmethods are not applicable. Another
example is the use of nearest available weathgostdata, in absence of other local data
(Burrough and McDonnell 1998). In contrast to tthiscrete method, all other methods
embody a model of continuous spatial change of, eatach can be described by a smooth,

mathematically delineated surface.
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Methods that produce smooth surfaces include varamproaches that may combine
regression analyses and distance-based weighteagage As explained in more detail
below, a key difference among these approachéeisriteria used to weight values in
relation to distance. Criteria may include simpktahce relations (e.g., inverse distance
methods), minimization of variance (e.qg., krigimglaco-kriging), minimization of curvature,

and enforcement of smoothness criteria (splining).

Interpolation techniques can be “exact” or “inexXathe former term is used in the case of
an interpolation method that, for an attribute ghven, unsampled point, assigns a value
identical to a measured value from a sampled péihbther interpolation methods are
described as “inexact.” Statistics for the diffeves between measured and predicted values
at data points are often used to assess the penfieerof inexact interpolators. Interpolation
methods can also be described as “global” or “ld€lobal techniques (e.g. inverse distance
weighted averaging, IDWA) fit a model through thregtiction variable over all points in the
study area. Typically, global techniques do nabatmodate local features well and are
most often used for modeling long-range variatidmgal techniques, such as splining,
estimate values for an un-sampled point from aipewmimber of neighboring points.
Consequently, local anomalies can be accommodatadwy affecting the value of
interpolation at other points on the surface (Bugln1986). Splining, for example, can be
described as deterministic with a local stochastimponent (Burrough and McDonnell
1998).

The spline method can be imagined as fitting a euisheeted surface through the known
points using a mathematical function. These fumstiallow analysts to decide between
smooth curves or tight straight edges between medgoints. Advantages of splining
functions are that they can generate sufficientbusate surfaces from only a few sampled
points and they retain small features. A disadwgta that they may have different
minimum and maximum values than the data set amélihctions are sensitive to outliers
due to the inclusion of the original data valuethatsample points. This is true for all exact
interpolators, which are commonly used in GIS, dan present more serious problems for

spline since it operates best for gently varyingasies, i.e. those having a low variance.

Inverse Distance Weighting (IDW) is based on theuagption that the nearby values
contribute more to the interpolated values thatadisobservations. In other words, for this
method the influence of a known data point is iseéy related to the distance from the
unknown location that is being estimated. The athgeof IDW is that it is intuitive and

efficient. This interpolation works best with evewlistributed points. Similar to the spline
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functions, IDW is sensitive to outliers. Furthermpunevenly distributed data clusters results

in introduced errors.

Similar to IDW, kriging uses a weighting, which @gs more influence to the nearest data
points in the interpolation of values for unknoweations. Kriging, however, is not
deterministic but extends the proximity weightirgpeoach of IDW to include random
components where exact point location is not knbwthe function. Kriging depends on
spatial and statistical relationships to calcuth&esurface. The two-step process of kriging
begins with semivariance estimations and then paddhe interpolation. Some advantages
of this method are the incorporation of variableidependence and the available error
surface output. A disadvantage is that it requstdsstantially more computing and modeling

time, and kriging requires more input from the user

Co-kriging is a form of kriging that uses additibnavariates, usually more intensely
sampled than the prediction variable, to assiprédiction. Co-kriging is most effective
when the covariate is highly correlated with thedaction variable. To apply co-kriging one
needs to model the relationship between the piedigtiriable and a co-variable. This is
done by fitting a model through the cross-variogr&stimation of the cross-variogram is

carried out similarly to estimation of the semiiegram.

Multivariate linear regression method is basednensimple concept of linear regression and
may give good results if the linear correlation agnthe geographical parameters (altitude,
slope, distance from the coast...) and the meteocatinalata is consistent. As an example, in
some works there are evidences of good correlafio@mperature with quota, slope and
latitude, while there are evidences that this me¢thies bad results if used to correlate
rainfall with quota or other geophisical paramet&rsging or co-kriging seems to be much

better for rainfall interpolation.

Finally, A relatively new method of interpolatios the application of neural networks. A
feed-forward back propagation neural network wae aked by Rigol et al (2001) that
considers both trend and spatial associationsmobglc variables. Performance of the
network was comparable to that achieved with kgglut has the advantage that guiding

variables (such as terrain) do not need to beiipealated to the interpolation data.

There are different assessment methods for thei@vah of the performance of each
interpolation method (Willmott 1984). This evaluaticalculates error statistics on the
control stations with the recorded parameters esliserved data and the interpolated

parameters as the predicted values (i.e. meanubsaror (MAE), root mean square errors

242



© 00 N O O b

10
11

12
13
14
15
16
17
18
19

20
21
22
23
24
25
26
27
28
29
30
31

(RMSE), systematic root mean square errors (RMSkEs)ystematic root mean square errors
(RMSEu), etc.)

2.3.3.2 Soil parameters

The characteristics of soils play a major rolehia potential exposure of surface water from
runoff and drainage routes. A number of soil prtps can be important in the landscape
level evaluation of soil-related exposure, inclydgoil texture, pH, hydrologic group,

organic carbon content, etc. Soil attribute dlagd is more comprehensive or more spatially
refined can be used in Step 4 to refine the parnmesed at Step 3 to be more representative
of the specific conditions, crops, etc. being exsdi An understanding of the organization

of the tabular (attribute) and spatial soil datthisfocus of this section, not an exhaustive list

of relevant soil properties.

Soil data sets generally have two or more distioctponents. The first component contains
the soil properties (at one or more levels), amdstéicond is the spatial component to which
the attribute data is linked. Using the Soil Gepirical Data Base of Europe (SGDBE,
1999) as an example, soil attribute data is relaiedSoil Typological Unit (STU), of which
up to 10 STUs can be related to a single Soil Magplnit (SMU). In addition, the

European Soils Database also contains soil priofitgmation in the Soil Profile Analytical
Database of Europe (SPADE, 1999). For purposés®tection, the European Soils

Database will be used as a guide.

There are a number of considerations related ttirtkdetween soil attribute and spatial
information that should be examined before usisgils database. The most important is an
understanding of how soil attribute informatiortteg STU level should be summarized from
multiple STUs for mapping or spatial analysis & 8MU level. Since there can be up to 10
STUs per SMU, the information held in the STU isrendetailed than the SMU, although it
cannot be placed in any specific geographic aigzn the SMU. The SGDBE contains a
percent area field (PCAREA) that defines how mufcthe surface area for the SMU is
covered by each related STU. To use the soibattr data spatially, several approaches can
be used: apply the entire dominant STU (largestgrdrarea) attributes to the SMU,
summarize STUs on specific individual attributesjeaghting approach used on continuous
attributes, and characterization of soil attributéth other data sets at the STU level before

aggregating to the SMU level.
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The first method of applying the entire dominant&ittributes to the SMU has the
advantage of simplicity, although overall it has greatest amount of error. Of the 1650
SMUs, less than 10% have just a single STU, an@® hébe two or less. Therefore, the
dominant STU according to SMU area may not proadedequate representation of the soll
attributes within that SMU.

The second method uses the concept that the SEUsparated based onamberof
attributes. Therefore, when a single attributexiamined, it is likely that more than one STU
will have the same value for any single attribut@. quantify this, the percent of the SMU
area covered by each of the selected attributebeaummarized, calculating the SMU area
with a single value. This process must be done&oh attribute to be examined, but results
in a greater confidence that the attribute useshtwacterize the entire SMU polygon
represents the dominant attribute (not necesdhrlylominant STU). As an example, when
the surface texture field (TEXT1) is examined iis tmethod, the average of the percent of
SMU covered by a single texture is 86%. This camp#o an average of 61% when only the
single dominant STU texture was used. While thiaadexture eventually used in both
methods may be the same texture, confidence iauimenarized method is greater. This
method requires additional processing for bothstimamarization process, as well as

processing for each attribute of interest.

The third method of linking STU attribute data &3 polygons uses an area-weighted
approach for ‘continuous’ attributes. ‘Continubmsthis sense describes attributes that
have a range of numeric values (e.g. soil pH) ratien a finite set of discrete classes (e.g.,
texture). For continuous attributes, a standagd-areighting approach can be implemented

as (using pH as an example):

pH of SMU = (PCAREATy; * pH) + (PCAREAst2* ph) + ... + (PCAREAsrun* pH)

Where: PCAREA is the percent of the SMU coveredhay individual STU

Since this method applies an arithmetic approadivécSTU attributes (PCAREA and pH),
it does not introduce any error beyond that indhginal data, but it can only be applied (in

this manner) for continuous attributes.

Once soil attributes are associated with the SMiygoms, they can be combined with other
geo-referenced data sets (land use, weather,cgtspétial operations. Whatever method of
associating attribute data to spatial soil polyganshould be made clear in the

documentation of the process, and also on any firagis/results created using the attributed
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SMUs. If possible, the errors associated withchesen method (if any) should be

expressed.

A final method performs the spatial operations ciorinig geo-referenced environmental data
sets to the SMUs first, and then examines the attilibute data at the STU level. For
example, STUs can be attributed with precipitatiod temperature information. This
information is then associated with each STU, adlined with soil properties (texture,

land use, etc.) to compute vulnerability metriasgach STU. This method has the advantage
of maintaining the detailed level of soil attribsieirther along in the analysis process, but
makes the mapping and spatial display of resulterdificult, as individual STUs cannot be
mapped. Classification of SMUs can be performetherbasis of the computed metrics, and

soils can then be mapped as a percentage of thesaitikfying certain conditions.

The Soil Geographical Data Base of Europe alscamasiimore detailed soil profile
information in the Soil Profile Analytical DatabaskEurope. These profiles are not geo-
referenced, but in some cases the profile informnas explicitly linked to a specific SMU or
STU. When no explicit link is given, an implicink to STUs can be derived using soil name,

and dominant/secondary soil texture.

2.3.3.3 Catchment area and characteristics

Catchments are commonly desirable as a unit oaisdior surface water, specifically for

drift and surface runoff issues, since they candeal to spatially relate land area, and other
characteristics, to surface water. The catchmesa, &ropping patterns and treated amount
are parameters used in the Step 3 scenarios. éRedim of these parameters is possible using
landscape-level data. Larger catchments canbalssed as a unit of analysis for relative
vulnerability studies in which large areas are exaohto determine a suitable detailed area

of study that can be ranked and/or quantified.

At the local level, catchments may sometimes baiobt through national mapping agencies
or other environmental agencies. In other cabey, may need to be generated using
topographic information; either hardcopy maps @rapriate digital data (hydrology,
elevation, etc). It should be noted that grountdweatchments seldom follow the
topographical catchments, and that this influettisedinal water balance of catchments. The
smaller the catchment, the more the difference éetwopographic and groundwater

catchment is likely to influence the water balantéhe area being studied.
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Local level catchments can be characterized ugpgoaches presented in this chapter to
refine the overall catchment area, cropping pararagpredominant soil and slope

characteristics, and typical hydrologic charactess

At an EU-wide or national level, the size of thai#able catchments will not relate directly

to edge-of-field scenarios in Step 3, but can leeluis the site section process to create a
ranking of relative vulnerability so that an appiage (and quantifiable) detailed area can be
selected for further analyses. Recently, a Eunopéde set of catchments has been made
available in the form of the Catchment Charactéonsand Modelling data set (from the
Agri-Environment Action managed by the Soil and Wddnit of the JRC Institute for
Environment and Sustainability) (CCM, 2003). Téeatchments, along with river
segments, were derived primarily from 250m elevatata, and represent the best available
catchment layer that spans Europe. The catchraeatslso classified using the Strahler
ordering system for the river segment containgthécatchment, allowing for an appropriate

selection of scale for each application.

2.3.3.4 Elevation & derived metrics

Elevation and derived metrics such as slope, asf@ataccumulation, and compound
topographic index (CTI) can be useful in the estiameof surface water and pesticide runoff
and also provide useful landscape characterigticls as the potential presence of flowing
surface water (can be used in the absence of biailactor hydrography), surface water
flow direction, and drainage area. Refinemendape and drainage area have direct
implications with respect to Step 3 model paransefar the local level), while broader use of
coarser-elevation derived metrics provide inputgétative ranking of potentially vulnerable
areas across the EU for Annex 1 investigationblote that the concepts described here are
strictly related to topography and therefore thdartying assumption is that exposure in the

catchment is related to surface flow.
Elevation

Digital elevation data (DEM) can be obtained inagiety of resolutions, the usability of
which must be carefully considered. For mediurfirte resolution studies, a minimum post-
spacing of 10 meters is suggested to capture thgbility in moderate to steep relief
topography for accurate analysis (Zhang and Monaggmi994). However, in lowlands

typical of agriculturally intense areas, coarsasohation elevation data may suffice. The
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coarser the source elevation data, however thdantlag features that will be lost in the

derived metrics that may be useful in a landscaadyaes.

The use/availability of elevation data at a Europe@e level vary from 1-km (GTOPO30,
1996), 250m (CCM, 2003) and 90m (SRTM, 2004). Fresplution data must be obtained at
the Member State or local level. See Section atDayers for Integrated Spatial Analyses

for more information.

Slope

Slope can be used to determine flow direction gioegate a compound topographic index
(discussed below), or used in the estimation obffunSlope can be generated from a DEM
in several ways. There is a function in a GIS thetermines the shortest and steepest
direction from every cell and calculates slopehiat tdirection. If direction-specific slopes
are desired, for example the slope from crop tewaipecific groups of cells may be chosen

for analysis in either a vector or raster environine
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Flow Direction

Flow direction, identified by the direction of tseeepest descent, is generated from elevation
data and used to generate the secondary data e, accumulation and compound

topographic index.

Flow Accumulation and Contributing Area

Flow accumulation is defined as the number of dalks raster grid upslope of a target cell
and is generated from the flow direction grid. Flagcumulation can be used to estimate
drainage area and to identify cells with the po&mo carry flowing water. Grid cells with
higher flow accumulation (FA) values are those treate a greater number of upslope cells
draining to them, and when contiguous, identifypaéh that surface water will tend to take
given local topography (see Figure 2.3-3). Uslogifaccumulation to identify surface water
may be useful in areas where there is no largeedgalrography available, or to identify
surface water consistently over large areas whametant scale/source hydrology may not be
available. To accomplish this, a threshold of flaecumulation must be used to identify the
path of potential water. The variation of the cidmiting area threshold was implemented in
the CCM River and Catchment Database using 5 diftefiactors to create a landscape
stratification approach (annual rainfall, localie&l mean vegetation cover, soil
transmissivity, and bedrock erodibility). (CCM, &)0

It should be noted that the resolution of the seumput elevation data, and the method used
to derived potential surface water from elevatimave a significant impact on the quality of

the derived potential surface water.
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Figure 2.3-1: 1-km flow accumulation values and 1: 250,000 vector hydrology
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Flow Accumulation Under Crop Metric

Flow accumulation, along with crop information, aeo be used to identify areas of
potential contribution of pesticides to surfaceafiin Lower thresholds of flow accumulation
values, although not necessarily identifying perarftow, can identify concentrations of

flow during rainfall events and therefore can idigrdreas of potential contribution of
pesticide runoff from cropped areas. Note thattie¢hod described here is strictly related to
topography and therefore the underlying assumpsitinat exposure in the catchment is

related to surface flow.
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Figure 2.3-2: Flow accumulation (FA) and crop can identify potential areas of pesticide

contribution to surface runoff

Compound Topographic Index (CTI)

The Compound Topographic Index (CTl), also knowthaswetness index, is available at 1-
km post-spacing from the USGS (GTOPO30, 1996) nroeacalculated in a GIS. The CTlis
another, slightly more complex way to identify putel flowing surface water, taking into
account slope and also compressing the FA dataraflge CTI is generated using the

following equation:
CTl =In (FA/ tan (slope))

The index allows for slightly smaller channels ®ibentified compared to the flow
accumulation metric (see Figure 2.3-3) but can edsalt in greater commission error (cells
that identify flowing water where there is non@he commission and omission errors can be
somewhat mitigated by defining criteria that takiiaccount neighboring cell values and
local value ranges. For example, if the differebegveen the mean and the maximum local

values in very small, the maximum CTI value is lissly to identify truly convergent flow.
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Figure 2.3-3: 1000-m DEM generated FA (left) and C TI (right) and 1:100.000 vector hydrology.
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2.3.3.5 Hydrologic drainage density

The hydrologic drainage density of an agricult@iea may be an indicator of relative
potential exposure to surface water from agricaltpesticides. Drainage density is
calculated as an indicator of the average draisagacity of the hydrographic network over
a certain area. Draihage density can be examisied a grid-cell approach, catchment level,
or by using a “moving window”. In addition, refid&nowledge of the hydrologic function

of the surface water can be used to modify thendgge density used for specific purposes.

The relative ranking of hydrologic drainage densiy be used to compare regions (both
within a single MS and between MSs, or perhapléndevelopment of new scenarios), and
can also be an important part of the broad sitctieh process, in order to ensure that the

final area studied represents the level of agticalt/ hydrological interaction desired.

It should be noted that drainage density metriesbaised on the presence of surface water in
a GIS data set, and hence do not include the presdrartificial drainage (such as pipe
drains, mole drains, very small ditches, etc) #ratalso a component in movement of
potentially exposed water. In addition, in someaarof the EU (e.g. Denmark), some natural
streams are “piped” (i.e., not open to the surfa@edl should not be considered as an “open”

stream for the purposes of determining potentifdenability.

Drainage density was quantified in the Hydrologtta8 of Germany addressing issues

relating to inclusion of flowing and static surfasater, unit of analysis and scale (HAD,
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2000). Input data sets of hydrology were betweahes of 1:200.000 (for flowing) and
1:1.000.000 (for static water) for final production1:2.000.000 scale paper maps (A2 size).

The total length of flowing water was added totibt@l perimeter length of static water to
produce a single drainage density value per uei &n km/kn). This method is an attempt
to adjust for areas of low flowing water densityt may have a high density of surface water

when both rivers and lakes are combined.

Approaches used to length density per area basethtural areal units’ and grid cells were
both discarded in favor of using a circular areauad a central grid cell. ‘Natural areal
units’ having similar environmental properties (sgeology, land cover, etc.) were desired,
but available data was not sufficient at that tirfiéwe grid cell approach was not used
because at the scale of input data sets and auggutsmall grid cells (<5 km) produced
spatially scattered results, and larger grid defistended to lose boundaries of regional

characteristics.

To capture regional characteristics and also ifleateas where sharp local changes occur, a
moving circular window based on a grid cell wassg# A window of 75 kAwas used in
which the total length of flowing and static wateas summed. The moving window was
applied to each grid cell in turn, so that theltetaface water length for each cell was
composed of some of the same surface water ashwgigh cells, thus giving some

“smoothness” to the output map (1:2.000.000 scalbile retaining some local variation.

Comparison of results with those generated frompsesiof larger scale data sets (1:25.000
to 1:100.000) showed strong correlations, but trength of the correlations varied with
different areas. While relevant to large areahss an atlas for all of Germany, this

combination of method and data may not be apprpttastudy much smaller areas.

Drainage density at a more local scale within @oregvas quantified in northern ltaly using a
grid call approach (Verro et al., 2002). In orttemap drainage density with a spatially
uniform distribution the calculation is referreda@egular grid of squared cells. The
resolution (i.e. dimension of the squared cell)udtdde defined in accordance with the
desired scale of analysis and with the resolutidthe others layers involved in the modeling

procedure.

For each cell, an index of drainage density waaiobtl by intersecting all the hydrographic
layers with the cell’s boundaries, then summingtdtal length of the ditches and of the

secondary natural tributaries resulting from thengection. The ratio between the total
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length and the area of the cell represents theatgesfeshe hydrographic network. The
different role of each natural or artificial trilauy is then considered in order to weight the
relative importance for the drainage system arabtain the final drainage density
distribution. For this study, the hydrology wasided into two classes: irrigation ditches
(artificial channels for water distribution to aukited lands that don’t usually generate
inflow into natural water bodies) and drainage lite (mainly natural secondary tributaries

that may generate inflow into natural water bodies)

The function of the ditch (irrigation or drainageds also taken into account, and was related
to it's geographical location. (i.e. In Lombardi@ame representative sub areas were studied
and it resulted that a separation of ditch funcaaists across the “spring line”, defined as
the line where the piezometric surface reachesofiegraphic surface. Above this line 10%
of ditches play a drainage function while downgtnehis percentage increases to 50%).
According to the ditch function for each grid dgtfigation or drainage according to

location) only a percentage of the total lengtlthef contained ditches may be used in the

calculation.

This study required GIS layers of the ditches aewbadary natural tributaries (the scale
should be chosen according to the other layers) aag eventual physical variable useful to

distinguish the function of the ditches, if theseaidistinction of the ditch function.

The regular grid was built as a vector layer ofesgd polygons with equal area, defined by
the user and representing the spatial resolutiail tfie process. All the ditches, channels,
natural tributaries need to exist as vector lagétses. All the layers representing the water
lines were clipped by the cells grid in order taetky calculate the length of ditches inside
each cell. For each cell, a union of the clippechés was performed and the total length is
summarized. For each cell, the total length isiced considering the eventual ditch function
(based on the cell’s location). For each cell,rdi® between the modified total length of

ditches and the cell area was calculated.

Drainage density index (DDI) for each grid cell:

DDI (dimensionless) = L (m) x W(m)/A (m)

Where:L is the total length of drainage ditches in thesidered cell

W is the width of drainage ditches (An average WL af can be assumed for every
ditch)

A is the surface area of the grid cell.
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A linear relationship is assumed to use the outpthis calculation to calculate the

percentage of applied Al lost by drift (% D) in fition of the drainage density:
% D =k x DDI x 100

Where:k is a proportionality factor depending on crop amap stage according to %drift

values reported by Ganzelmeier, and distances beta@urces (in meters).

2.3.3.6 Cropping density

Estimation of cropping density is a common modepagameter to refine as it is relatively
straightforward to estimate and provides an undadsble and transparent modification to
the Step 3 scenarios. There are a number of methatlsan be employed to derive cropping

density, depending on the unit of analysis, avélalata and spatial processing complexity.

It should be noted that all approaches to detenginiopping density (and other factors
involving crop information) relate to informatiob@ut crop location/area for a single point
in time (e.g., when remotely sensed imagery wasiegd, or when the crop statistics were
gathered). Certain land uses change in time nagiellly than others (i.e., permanent crops
like vines & orchards vs. annual crops such as enaid sunflower). The specific crops and
issues being addresses should guide the usettaes noost appropriate data and method to
use, as well as how to interpret the results. dxample, cropping density for vines based on
3-year old land cover has more confidence thangingpdensity for maize based on 3-year-
old data. Likewise, cropping density for a broaci®p class, such as arable crops, will also
have more confidence than cropping density fomdividual crop such as maize. The Step 3
scenarios assume various densities of croppingtheas® assumptions can be refined using

spatial and tabular data for a given geographimreg

Because surface water bodies are the primary conoee method of computing cropping
density utilizes “margins” around individual watewdies. These margins are a notional area
surrounding surface water out to a specific distansed to characterize the area
immediately surrounding the target. Specific dists from the water body define the

margin (for example, 20 metres, 100 metres, 200aseetc). In this manner, the area most
likely to impact the water body is characterizedeirms of cropping density. For concerns
about drift, the margin distance may only be 50restwhere runoff and drainage may have
much larger distances. The general idea of thisageh is to spatially target the area most

likely to adversely impact the water body. Thigeoach may be difficult to implement over

254



N

o N o o1 b W

10
11
12
13
14

15
16
17
18
19

20
21
22
23
24
25
26
27
28
29
30
31

32
33

a large area, as each water body must be procesBedually, requiring some level of

automation within the GIS.

In some cases, more likely with runoff and drainsgees, a catchment level analysis may be
more appropriate, as all the area within the cagstirhas the potential to impact the water
body. In this case, the cropping density of eatblanent can be calculated and used for
higher tier modeling. The level of catchment widlve an impact on the implementation of
this method, with smaller catchments yielding moration-specific results, but requiring

more processing and a greater level of detail reduor the catchment data.

A gridded approach (e.g., using 5 x 5 km areasitonsarize cropping density) has the
advantages of not requiring as much GIS processidgautomation, and also does not
require detailed spatial data sets, as a gridasilficially delineated) is the unit of analysis,
not a water body or catchment that must be defired another source. The size of the grid
cells should be adjusted to suit the needs of nladyais, provided it falls within the suitable

application of the other data sets (land cover datp

In all cases, regardless of the unit of analybis,gercent crop landscape factor is calculated
as thecrop area / total area Thecrop areaand theotal areaare automatically calculated

by the GIS using a standard spatial intersecti@ratn, resulting in polygons/grid cells
with attributes of both the land cover (crop) amét of analysis (margin, catchment, or grid

cell (e.g., 5 x5 km area)).

One issue to consider when calculating crop dersitye source of the crop area
measurements. This can be derived solely fronfeting cover data (which identifies the
spatial location of cropped area), from crop stissqusually associated with some level of
administrative unit), or both. If only land cowdaita are used, it is important to remember
that the percent crop values generated will becedteby the quality and method data
collection and generation of the land cover dakar example, the Minimum Mapping Unit
(MMU) size of the CORINE Land Cover data (CORINBQR) will affect the total area of
crop using the spatial data sets. The MMU spextfiat areas of less than 25 hectares are
not represented as individual polygons, and wiliesi be combined with other areas into a
“mixed” class, or not represented at all. Therefaalculating the total area of crop land
using only the CORINE Land Cover data will havdeatiént results than other spatial data

sets, and also be different from crop statistics.

When more accurate crop area measurements area@diar example, when combined with

application rates and local monitoring data), cstggistics are often employed. These
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statistics are usually delineated using adminisedioundaries (such as NUTS levels).
Administrative boundaries typically do not coincidéh catchments or other hydrologically
relevant delineations, so some method of interpias needed to calculate useful cropping
densities for a catchment (or grid cell). Thisanmonly done using an area-weighted
approach, where the proportion of crop area (U@%) from the crop statistics are
allocated to each catchment based on the propatitotal administrative unit area within
the catchment. For example, if 40% of an admiaiste unit is within a catchment, that
catchment is allocated 40% of the crop area fraarctop statistics. For each catchment, the
total amount of crop (from all contributing admimégive units) are summed to determine the
total amount of crop in the catchment. This metbaw also be applied to the grid-cell

approach.

One disadvantage of the area-weighted approatiaisstassumes an even distribution of
crop within the administrative unit. Dependingtbe homogeneity of land cover and size of
the administrative unit, this assumption may noabeeptable. To address this, an approach
that combines the use of land cover data and ¢etistics may be used by performing a
spatial operation in the GIS which combines thelleover and administrative unit data sets.
This approach uses the spatial land cover datetatify only those locations that comprise
crop within the administrative unit, generating arenspatially refined value for the location
for each catchment / administrative unit combinatid he crop statistics are then used to
allocate the total amount of crop to each catchraesd, similar to the area-weighted
approach. This method utilizes the strengthsoth the spatial crop locations, and the

‘official’ crop statistics.

This method still assumes an even distributionrop@cross the crop locations based on the
spatial data. The confidence in this assumptigredds on the classification of the spatial
data and the crop(s) being examined. For exariphee spatial data simply has a single
“crop land” category, the assumption that arabtesrare evenly distributed over the spatial

data has more confidence than if a single crod) sasanaize, is being examined.

2.3.3.7 Buffer width

Another primary factor in assessing potential expeso surface water is width (and
composition) of naturally occurring buffers betwexapped area and surface water. These
buffer areas may supply some natural mitigatiospi@y drift or the runoff process. In order
to quantify the buffer width and composition, ingportant to define the spatial component

of the buffer. Commonly, this is defined as theadlocated between crop and water. The
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width of the naturally occurring buffer is a dirgxarameter in the Step 3 models, and

provides an easily understood method for modifystep 3 scenarios in the Step 4 process.

While much of the discussion regarding bufferseiated to spray drift, it should be noted
that buffers are an important factor in mitigatafrrunoff as well (see mitigation sections in
Volume 1 and Volume 2 of this report). While thencept of a buffer is equally valid for
both drift and runoff, the characteristics of théfer that promote mitigation are different for
the two processes. For spray drift, the widthgheand density of the buffer are the primary
factors (see sections on mitigation of spray drifigrefore a continuous buffer of hedgerows
would be ideal. For runoff, width is still importa but the height of the buffer vegetation is
less important, and other factors such as slopesaigiproperties in the buffer will have
more importance. Therefore, a grassy buffer aglatively flat area would be more

desirable.

Note that in cases of direct adjacency of crop atew no buffer exists. It is important to
decide, and make clear in presentation of resuhiether cases of direct adjacency will be

used in calculating the average buffer width result

Due to the fact that buffers tend to be relatiwhall, as small as several metres, detailed
analysis requires spatial data of sufficient s¢aésolution to identify and quantify the
buffers in the landscape. This may include botiehé-1.0 metre) and satellite imagery (10
— 30 metres) and scales from 1:10.000 to 1:50.000.

Because the presence and width of a buffer valiegydahe perimeter of a water body, a
detailed approach quantifies the buffer as it var@aéd computes a generalized buffer width
for the water body. For example, using all the sneaments of buffer width to compute an
average buffer width for the water body. In these, each water body has a specific buffer
width. More generalized buffer widths at the catent or grid cell level may also be
generated using less detailed measurements inrodigo with other knowledge geographic

regions.

In the case of individual water body buffer meameanets, two approaches have been
successfully implemented. The first uses the presef crop within a specific distance of
water, and determines the shortest distance twaler body for set points along the
perimeter of the crop field (polygon) (Kay, 1997T.he second uses sampling point placed
along the perimeter of the water body to deterriweedistance and direction in which crop is
located (Holmes, 2002). This method allows for avemient way in which to characterize

the perimeter of the water body as percent direxdjpcent to crop, percent buffered (ouxto
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metres) and percent non-cropped (out toetres). See following section on perimeter

composition for more information.

One implementation of the first method places sampints along the perimeter of crop
fields / polygons and, using the GIS, “draws” a&lto the closest point on the water body
perimeter. These “transects” then represent idthwf the buffer between crop (at that
point) and the water body. Sample points thabaréhe far side of fields (from the water
body) are discarded from the analysis. For eademmndy, the complete set of transects can

then be examined to compute an average buffer viadta single water body.

One drawback to this approach is that the struafitke water body (sinuosity, etc) has a
large impact on the determination of the shortesgtidce to water. For example, a field near
a bend in the stream may have a disproportionatéauof transects drawn to the corner
(since it is the shortest distance), when in fatioge common sense approach might
distribute the spacing of the transects more eyamlgrder to get a less extreme
measurement of buffer width. Also, the transeotsited during this process can be used to
quantify the buffer area (essentially make a patygball the transects), and may not
produce a buffer of sufficient area. This methodest used when the most conservative
buffer width measurements are desired, to therdetri of other metrics such as buffer

composition and water body perimeter composition.

The second method that utilizes sample points aloagerimeter of the water body to
determine the distance and direction in which ¢sdpcated provides a balance between the
buffer width, buffer composition and perimeter casgion metrics. This method uses
multiple directions from evenly spaced sample mo(osually 8 directions) to determine
distance to crop. Therefore, the shortest distémceop for each point can be used to
calculate buffer width, while the even distributiohsample points along the perimeter of the
water body (not along the crop perimeter) resultthe ability to generate meaningful
exposure metrics about the water body perime{@dternatively, lines from each sample
point can be drawn outward from the water bodyrirorthogonal direction to the flow path
at each sample point. This has the advantagenafrfiines, but presents a new set of issues
related to the instances where the orthogonaldma bend in a stream does not yield the
desired results. In addition, the 8-direction aagh generates data which can be used later

for a directional analysis of the landscape.)
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Implementation of this method can be CPU and ad&msive in the GIS, but produces a
robust set of spatial and tabular data for germmaif metrics. This method can be

summarized as:
» Place sample points along the perimeter of eachniaidy at a specified interval

» Extend lines from each point out in eight (or fodirections to a specified

distance (depending on the maximum influence optirdicular crop type)
* Intersect these lines with the land cover classiiomn

* Process the resulting information on water bodya point, direction, and land
cover to determine distances to crop and intergglaind cover (used in buffer

composition analyses)

» Calculate the buffer width for each water body

The spacing interval depends on the scale/resalafithe data, generally ranging from 5
metres for ~1.0 metre land cover data from aemalgery, to 10 or 20 metre spacing for
satellite image based land cover. Since lan@icisvmore likely to change in shorter
distances with fine resolution data, the decreasedval spacing can be used to
accommodate the changing land cover. Likewisegesiand cover derived from 10, 20 or
30m satellite data is unlikely to change with sliistances (such as 5 metres), perimeter
sample points spaced at 10 or 20m intervals aetylilo be sufficient to capture the changes

in the immediate land cover around a water body.

Lines are extended from each sample point to antistthat sufficiently characterizes the
potential for crop within that distance to impauot tvater body. For example, the distance
for potential drift impact from arable crops wolikkly be less than the distance used for
orchards or vines. The lines are extended out framwater body in eight directions (N, NE,
E, SE, S, SW, W, and NW) to adequately capturgthential impact of different directions.
Fewer or more directions could be implemented tfeeeireduce processing and CPU time
(fewer directions) or to increase the density oferage for the surrounding landscape (more

directions).

The complete set of lines radiating from the peteneample points are intersected with the
land cover classification using the GIS. The resstiien give the length of each type of land
cover passed through from water body to crop looafior each water body, point and

direction. Depending on the number of water bqogpesimeter sample point spacing, length
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of lines created, and the scale/resolution of &imel Icover data; the amount of data generated

can be very large, several millions of individuatords.

The information on length of each type of land ecqv&ssed through from water body to crop
must be pre-processed, analyzed and summarizeddoge the ‘distance to crop’
measurement needed for characterize the buffehvadidscape factor. Each line extending
from a sample point in a given direction is commbsgone or more segments, depending on
how many land cover polygons it passed throughes&lsegments must be ordered so that
they can be examined in the correct sequence,\iratar body to outwards. Once ordered,
each segment can be examined in turn, to deterifriine land cover of that segment is crop.

If not, the length of that segment is added toraning total until crop is found. Once crop is
found, the sum of the previous segment lengthsdsrded. This process is repeated for each

of the directions for each sample point.

Given the distance to crop for each sample poidtdirection. The buffer width for the water
body can be computed using the direction contaithiegshortest distance to crop for each

sample point, and computing the average of thelsesdor the water body.

This method also produces conservative buffer wiagtasurements (by using the shortest
distance to crop based on 8 directions), and dlsovsfor easy computation of buffer
composition and water body perimeter compositiangithe same set of data (see following

sections).

2.3.3.8 Buffer composition

The composition of naturally occurring buffers beem cropped area and surface water is an
important factor in understanding the potentialasyre of surface water. Using spatial data
sets comprising surface water and crop locatidwesbuffer area (that area located between
crop and water) can be quantified in a GIS. Initimiuto the buffer width (described above),
the relevant characteristics of the buffer candscdbed. This can include the relative
amounts of different land covers in the buffer] pobperties, slope, etc. The potential
mitigating effect of these characteristics can eduo refine the potential exposure of
neighboring water bodies. While the concept ofifidy is equally valid for both drift and
runoff, the characteristics of the buffer that patenmitigation are different for the two

processes.
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As with buffer width, there are several methodsgudintifying the buffer composition. One
method examines the buffer area as a polygon, whibbunded on two sides by water and
crop, and on the other sides by some method ofrdetation (i.e., shortest distance to crop
from edges of crop fields). An alternative methuitlzes water body perimeter sampling
points and lines extending from these points (asmileed in the buffer width section) to
quantify the different land covers these lines fghesgh before encountering crop. These
two methods are presented in the context of quamgjfthe amounts of various land covers
with the buffers. Once the buffer is defined spétj other characteristics (such as soils,

slope, etc) can also be quantified.

To create a polygon of the buffer area, some metii@gtermining the lateral extent of the
buffer is needed. Two sides of the buffer areaalyebounded by the water body and the crop
field. The other sides need to be delineated mesmanner. One method uses points placed
on the crop perimeter, snapping a line to the sliogeint on the water body perimeter. These
“transect” lines can be used to measure bufferhwioltit the two extreme lateral transects can
also be used, in conjunction with the water body enop polygon, to create a buffer

polygon. While these transects characterize th&t canservative buffer widths, they may

not always characterize the buffeeaproperly. For example, a field near a bend in the
stream may have the extreme lateral transects di@tine corner (since it is the shortest
distance), when a more common sense approach drgktlines more orthogonal to the
water body to define the buffer area. An apprdackxtend lines outward orthogonally

from the water body may capture a more generalizgfiér area. This approach may have
difficulties for implementation, due to the sinumegure of flowing water bodies and the

generation and relevance of an orthogonal dire@tamy single point along the perimeter.

A second approach to quantifying the buffer isde a set of lines extending outward from
sample points along the perimeter of the water l{edg buffer width section for
methodology). Since these lines extend outwaneh fitee perimeter in multiple directions
(eight directions), this entire set of crisscrogdines intersected with the land cover

provides an adequate representation of the buféar. aThese lines are a linear representation
of an area measurement (the buffer polygon) iniplaldirections. The total linear distance
of each land cover encountered prior to crop casubemarized and expressed as a
percentage of the total linear distance betweep anal water, and therefore represents the
percent of the buffer area composed of individaatllcover types. Because this approach
uses the same spatial data set as the buffer y@dthalso crop proximity and perimeter

composition described below), it is an efficientthosl to create all four landscape factors.
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2.3.3.9 Water body perimeter composition

The composition of the water body perimeter desgarifhe relative proportions of perimeter
that are in different exposure categories (direatljacent, buffered, and non-cropped). This
may be important because the spatial relationshéoveater body to crop (the potential
exposure) varies along the length / perimeter.s Tie@asurement provides an indication of
the variability of potential exposure along the evdiody perimeter, beyond simply a single
PECsw value. While this is not a standard paranietStep 3 models, knowledge of this
exposure variability can enhance the understandfitige influence of the landscape related

to exposure.

One method of categorizing the perimeter accortbngptential exposure uses three
categories: crop directly adjacent to the watetybotbp within a specific distance of the
water body (buffered), and no crop within a spedilistance of the water body (non-
cropped). Using these categories, it is possbtiantify how much of the water body
perimeter is subject to the greatest exposuredidadjacency), how much is subject to
exposure from crop out to a specific distance @reffi, and subsequently the average buffer
width), and how much is likely to be unaffecteddogp out to a specific distance (non-

cropped).

To quantify the perimeter composition into oneloke categories, it is possible to use the
same set of lines extending outward from samplatp@long the perimeter of the water body
as implemented in the buffer width/composition gets (see buffer width section for
methodology). The shortest distance to crop (ef&ltirections) is examined for each
sample point and the point is classified as: diyeadjacent if the shortest distance to crop is
less than 1 metre, buffered if the shortest digdacrop is one metre or more but less than
the maximum distance (as defined by the study),ramdcropped is the shortest distance to
crop from all 8 directions is greater than the et maximum. The maximum distance
should be one that sufficiently characterizes thtemtial for crop within that distance to
impact the water body. For example, the distanc@dtential drift impact from arable crops
would likely be less than the distance used fohards or vines. Once each sample point is
categorized, the percent of the perimeter in eatbgory can be estimated as the percent of
total points in that category. This assumes tiaisame points sufficiently characterize the

potential for land cover to change within that dliste.
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2.3.3.10 Crop proximity to surface water

Measurements of buffer width give an indicatiorited distance between crop and water,
when crop is located within a specific distancerifeter composition compliments the
buffer width information by quantifying the extaotwhich the water body is buffered. The
crop proximity metric combines both the measurestiagices to crop along the perimeter,
with the percentages of water body perimeter talatafithin specific classes, into a single
index. Therefore, the crop proximity metric prosgda single value that expresses extent of
potential exposure (as % of perimeter exposed}famihtensity of the exposure (as distance
from crop to water). While this is not a standpadameter in Step 3 models, knowledge of
this exposure variability can enhance the undedstgrof the influence of the landscape

related to exposure.

For example, consider the case where buffer widthperimeter composition measurements
have been calculated according to the precedirtgpasasing sample points placed on the
water body perimeter. In this example, assumeslimere extended from the water body out
to 100 metres to determine if crop is proximatéhewater body. The perimeter
composition reports the percent of the perimetert ihdirectly adjacent (<1 metre to crop),
buffered (1 to 100 metres to crop), and non-crogpaate than 100 metres to crop). The
buffer width results report the average distandevben water and crop (out to 100m), not
including cases of direct adjacency. The singbp @roximity metric is a value between 0
(100% directly adjacent perimeter) and 100 (100%-cropped perimeter) and can be

calculated as:
Proximity = (% adjacent * 0) + (% buffered * avg flar_width) + (% non-cropped * 100)

The resulting metric will be scaled between 0 add, kince direct adjacency is represented
by a value of 0, the maximum buffer width is 100tras, and non-cropped perimeter is
represented by a value of 100. In this casegribie proximity metric can be loosely equated

to a generalized ‘distance to crop’ metric (oul®@® metres) for the water body as a whole.

Another approach to quantifying the proximity obpped fields to surface water uses a field-
based unit of analysis and a raster GIS (Guts@@2)2 In this approach, both land cover
and surface water are in a raster format, with &ergrid cells. The source of the land cover
data is the Authoritative Topographic Cartographformation System DLM/25 (ATKIS).

The ATKIS land cover is originally in vector formatith each feature (polygon) having a
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unique identifier, including crop fields. Duriniget vector to raster conversion process, the

field identifier was maintained, and allowed fietdsbe examined as a discrete unit.

To quantify the proximity of the field to surfaceter, the Euclidian distance between each
field cell (5x5 metres) to the nearest section wlder body is calculated. Each cell
associated with the field then has a shortestrstéo water. The smallest of these can be
used as a conservative metric for the proximittheffield to surface water, or some
arithmetic combination of the field pixels, sucheagrage or percentile, could also be used to

calculate a single proximity value for the field.

2.3.3.11 Wind speed & direction

In order to estimate pesticide’s drift effect omfane water ecosystems, drift phenomena may
be modelled or simulated at the local level. It lddoe misleading to calculate drift
trajectories considering only pesticides’ applicatiechniques, buffers or physical barriers,

without including wind effects.

The drift component in the current FOCUS approa#sudrift functions derived from
experimental data (BBA, 2000). The BBA 2000 sptft data were generated under
specific conditions, which need to be considereleiber understand the impact on drift
estimation and Step 4 approaches. For each cpap &ynumber of trials were conducted to
determine off-crop drift. To estimate off-crop drihe downwind edge of the field was
sprayed with tracer. Drift deposits at ground levere sampled from downwind areas free
of vegetation at a variety of distances from thapaedge. Data obtained in the study were
subject to a statistical analysis to examine tk&iution of drift values. A 90th percentile
value was calculated from measured drift valuesaah distance to estimate the worst-case
drift value. Regional wind speeds and variationgegetation downwind may be examined,

resulting in potentially different drift values ftger or smaller depending on the factor).

In addition, the current assumption at Step 3as tihe wind always blows toward the water
body, resulting in the shortest path possible fift deposition. Variations in crop distance
and direction across a landscape can be examirikhdstoate the variation of exposure to a
water body based on direction. Water bodies cagvbtiated for drift input based on

individual wind directions, even to the level inialn the “realistic worst case” distance and

direction combination for each water body can bemeined and reported on.
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Information on wind speed and the local effectioéction can be estimated using existing
data sets, or local information can be collectié@xisting data are to be used, variations in
speed and direction can be implemented (after gnoyijustification for the reason) and the
subsequent impact on exposure (i.e., drift depwygittan be examined. Section 2.3.4.1
presents several approaches to estimating spriayldposition, in which the factors of wind
speed and direction can be implemented. If alterdeft deposition rates can be supported
due to variations in wind speed, the resultingtdefes can be incorporated into the
landscape exposure analysis (as described in 86t804.1) by providing alternate drift
curves. Drift deposition can also be esimtatetti@landscape level for individual wind
directions for each water body (or sampling polohg each water body). In this manner, a
direction-dependent drift PEC can be computed &ohevater body, so that dirft deposition
is only occurring from one direction for a singlE® estimation. In the detailed analysis of
drift, an added step of conservatism could be adstethat drift for each sampling point
along the length of the water body is computed pedelently using the direction that
contains the shortest distance to crop for thattpdrurther descriptions of drift estimation

using landscape level data are presented in Seziioh.1.

Local information on wind speed and direction mespde collected and elaborated in order
to evaluate wind effect on drift phenomena andedéht approaches may be used, on

different spatial and temporal scales, dependintheravailability of data:

* For long term averaged scenarios (seasonal or §nthexseasonal or annual
averages of wind speed associated to their magudirg directions (wind-roses)
may be considered in order to add to the geneeaas® a “wind contribution
factor”. This could be acceptable for screeningeses or for evaluations on

wide spatial domains.

» Also for more accurate modelling activities, in @bse of any measurements or
monitoring data on-site there are no alternatiies using general averages
(prevailing winds) extrapolating wind speed ancdiion from the closest
location where there are measurement point thdtldmiconsidered
representative also if not placed locally and adesng this as an “average

situation”.

» Another possibility is the extrapolation of grouestel wind speed and direction
starting from the general geostrophic wind fieldtéoned from the local or
regional Numerical Weather Prediction). With rateenple algorithms the

vertical wind profile can be reproduced accordinthJwckman theory; some
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parameterization is necessary (horizontal windiémcvelocity, Von Karman
constant, height of the Planetary Boundary Layerbut)vertical wind profiles
may be estimated for stable and unstable condijtinrebsence of any other

measured data. Interpolation is then necessatydigzontal spatialization.

» If some instrumentation is available (or can be@t on-site to measure ground
level wind speed and direction, the local winddieln be reproduced with good
accuracy. Anemometers may be positioned in straf@gjints at some meters from
the ground and once collected all the measurem&mist term or long term
averages can be calculated and used to reprodeieaé¢naged wind field covering
all the area of interest. (An alternative to classiemometers is the sonic
anemometer — SODAR — by which is possible to shamwthole vertical wind and
temperature profile, but it is a very expansivdrin®ent, may be too much

sophisticated for the aims of pesticides drift msge

The latter case is the most suitable in order pplua spatialized wind field to the drift
models at local or at field scale, but interpolatiechniques must be carefully assessed,
discussed and evaluated. Different studies shatg#ostatistics techniques may be applied
to ground level wind field spatial interpolationitivsome limitations. Kriging and thin
smoothed splines seem to obtain better resultsdtier methods, especially for low spatial
resolution, wide geographical areas and where aptyris not too much relevant for wind
field spatial variations (i.e. Engel and Michaeldean attempt to evaluate the Barnes’
method as a simplified solution to build wind figldhfter an evaluation-comparison of
Barnes' Method and Kriging for estimating the l@wdl wind field, Barnes' method proved
to be the less complicated to implement, but Kgginovided a more accurate estimate; this
shows that at least a geostatistical techniqueldhmmiused for wind fields spatialisation,
renouncing to simpler methods). In meteorology @idatology spatialisation of continuous
scalar data is of major importance but for theigpahtion of vector data (e.g. wind), a
separation into two scalar data is frequently uséen these scalar data are interpolated

independently by spatialisation schemes for saidta.

Nevertheless, wind is a three-dimensional phenoregpeessed by vector direction and
module, and it is a difficult element to estimadedlly using simple interpolation. According
to some studies (COST719) the only reliable wathi® seems to be the application of a
physical approach. Downtransformation or fine scigigamical models are applied. These
methods are purely based on physical laws and/pire@ parameterisations. Some of these

methods involve NWP (numerical weather predictimadel output, but others work in
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combination or solely with observations. NWP maed&ually produce large-scale output,
the purpose of the so-called downscaling (or doawgformation) methods is to increase the
spatial resolution of the NWP output by adding infation of the topography (like e.qg.
roughness length or albedo) on a higher resoldtasis. Another solution would be to
increase the resolution of the NWP model itselfyéeer, this implies a relatively small
calculation area and high computational costs.d&ssiwhen e.g. site-specific wind speed in
a heterogeneous terrain is needed the horizorgaluton has to be unrealistic high. On the
other hand, disadvantage of the downscaling teclesies the vulnerability for the quality of
the NWP model output. Moreover, some of the dowlinsgdéechniques can be inaccurate

during very stable atmospheric conditions.

All the former considerations, together with thelesrange of temporal and spatial scales
involved, make it difficult to give a simplified geralization of physical modelling
techniques and a simple description of physicahous to be considered valid everywhere

and in whatever situation.

In this report a wind field processor is suggeste@n example of physical method that can
be applied everywhere, at different degrees oflabéity of input data. In this case the wind-
field processor is a mathematical model workinga@D gridded domain and reproducing
the three-dimensional wind field. The mathematinatiel suggested here (WINDS — Ratto et
al., 1990; Mazzino et al., 1994; Ratto et al., 9®daro et al., 1995) is just one possible
model among many, but it is a useful example tmwshow the complex operation of

building a wind field can be performed using a tfs@ndly informatics tool. Furthermore

this model has been validated in many scientifereises, coupled with air pollution
dispersion models. Anyway there are other similadefs, based on mass conservation, 3D

grids and terrain-following coordinates.

WINDS (Wind-field Interpolation by Non-Divergent Bemes) is a diagnostic mass-
consistent model for simulation of the three-dinmenal wind field in complex terrain at the
mesoscale level. WINDS was designed at the DepattoiéPhysics, University of Genova,
Italy as an evolution of the AIOLOS model (Lala885; Lalas et al., 1988). Both models
have the origin in the well-known NOABL model (Rpd, 1979) with diverse modifications
to construct more reliable “first-guess” wind pte§, introducing surface roughness and
stability effects in the Planetary Boundary LayeBL). Dependent on the available data the
code can construct the initial wind field using@nd station's data and/or geostrophic wind
or observed experimental vertical profiles (for mpée SODAR-data). Atmospheric stability

and different surface roughness effects on the §tBicture are taken into account by means
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of theoretical expressions (Zilitinkevich, 1989heTtypical spatial horizontal scale is
between 2 and 200 km (mesoscale), while the védivais typically about 2 km . The
typical model time scale is one hour, but with relga the characteristics of the atmospheric
turbulence spectral gap, it is possible to use W8NID the base of a time scale of 15-10
minutes if measurements to initialise the codea@eelable. Mathematically, the calculation
of three-dimensional wind field is achieved by @ tstep procedure: first an initial guess for
the wind field is constructed, and then an adjustriemade to eliminate divergence. The
first step includes methods for horizontal andieattinterpolation of available wind data, or
calculation of “initial” (or “first guess”) wind &ld. The second step includes a procedure for
minimum possible modification to the “first guessgihd field so that the resulting (or

“final”) wind field satisfies mass conservation.elmathematical formulation of the mass-
consistent model WINDS uses a calculus-of-variatiapproach originally developed by
Sasaki (1958, 1970). The variational problem isiwimise the variance of the difference
between the adjusted and the initial wind fieldjeabto the constraint that the divergence

should vanish.

The interest in this tool is that the user canthenmodel initialising the program also with
very few data. There is a range of seven tiersitalisation, starting with uniform wind only
(any station wind data required) or with geostropkind (any station required) or with
ground weather station, SODAR, etc. Each diffekamd of initialisation offers a different
level of accuracy. Orography and surface roughmessbe declared constant, but if they are
available (in raster format) they will allow the de to produce results with higher accuracy.
The final result is the wind field in a three-dinsenal grid where at each cell is calculated
the wind direction and velocity. For the purposepesticide’s drift modelling, the third
dimension of the grid domain is not as much impurges the bi-dimensional field at ground
level. This results in a grid with the values ofhdispeed and direction assigned to each cell,
so it may be used directly for contouring and mmgdsopleths of wind velocity. Then the grid
of the wind-field can be combined with other rastata of land-use, land-cover and so on, in
any calculation to be performed inside a GIS emritent, introducing the wind velocity and

direction as a landscape factor.

2.3.4 Exposure estimates

Following the tiered approach given with the defonis of the FOCUS surface water
working group (FOCUS, 2002), a Step 4 approachefiguatic exposure assessment usually

will be preceded by performing Stepl to 3. With 8tep 3 assessments fundamental
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experiences on the major characteristics of thdipied aquatic exposure have been
achieved on the basis of the definitions of the BS8w scenarios and modals, the
necessity for refinements as well as first ideaareas for refinements.g.crucial

parameters governing the dominant entry route) baes identified.

The next step (leading over to Step 4) could aith@determination of most significant
Step3 model parameters from spatial data for nedsvant PPP use regions, in order to
characterise the actual environmental conditionsemealistically. The complexity and costs
of a spatial modelling using Step3 models depentherentry route(s) to be investigated and
the model parameters to be characterised usin@bkgata: e.g. as known from empirical
studies, spray drift depositions in the vicinityspray applications strongly depend on the
distance from the sprayed field. Therefore, thidatice will play a key role in the analysis of
real environmental conditions. Refined estimategpfiential runoff entries into surface
water bodies are more complex, as single domin@ving factors are not apparent, and
moreover the potential loadings depend on the pti@seof the chemical. For these (and
further) reasons currently a generic empirical loasa on runoff loadings in relation to
relevant environmental conditions (e.g. soil praipsr slope, weather, crop, intervening zone
conditions, cultivation practice, etc) and compopnoberties does not exist. Nevertheless,
refinements of the exposure assessments are poasibibng as the remaining “unknowns in
the equations/assumptions” can be reasonably @stinfiallowing the realistic worst case
principle (e.g. refinements can exclusively be Hase crop-water body distance and the
conditions of the intervening zone using approprigiatial data and categorised runoff
reduction factors, whilst keeping the remainingmi&bns of the current FOCUS Step3
PRZM approach).

The spatial data applied to derive Step3 modeltipprameters should fit to the scale on
which the aquatic risk assessment will be don¢h@regulatory decisions will be madig.
the thematic, spatial and temporal accuracy hase @ppropriate to base Step3 model

calculations and the risk assessment upon.

Regardless how simple the basic concepts of Stepi2imefinements using spatial data are,
the modelling of local environmental conditions @mwith many thousands of local
situations to be processed, calculated, manageéaidated, using a number of different
tools (GIS, classification software, Step3 mod8tstistic packages, etc) potentially

including the development of software (e.g. to pregmodel runs and to evaluate outcomes).

Therefore, strict quality criterions have to be lgggpthroughout the entire Step4 project in
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order to guarantee the correctness of the redlltsajor steps, definitions and assumptions

made have to be described appropriately the keepttiuly transparent and traceable.

In the following subsections exemplified spatiabegaches are briefly discussed for

refinements of spray drift depositions and runaotiries.

2.3.4.1 Spatial approaches to estimations of spray drift deposition

Estimations of drift entry and subsequent Predi&edronmental Concentrations (PECSs)
may be the least complex of the three potentialyenutes (drift, runoff and drainage) to
examine using landscape level information, as thentification of the spray drift deposition
for certain environmental conditions can be basedroagreed empirical database (BBA,
2000, FOCUS, 2002). There are relatively fewedtmape factors affecting drift
depositions, primarily the distance from crop tdevand the density of crop proximate to
water. Other factors such as intervening vegetationd speed, wind direction, humidity,
etc may also be included if desired. In most cadéls entry from standard tables (BBA,
2000) is modified based on relevant landscape factBubsequent PECs can be calculated

based on actual or estimated water body charattstiprimarily width and volume.

The FOCUS Dirift Calculator (FOCUS, 2003) implemdntsegrated drift (using the BBA

drift tables) across the width of the water bodysda on inputs for crop type, water body
type, water body characteristics, and specifiethdies between crop and water. This
calculator can efficiently create water body coriions based on those specifications and
user defined application rates / frequency, whiéntaining some assumptions about

deposition, mixing, etc.

Many of the inputs needed to calculate the finalcemtrations can be derived from
landscape level data as described in the landdaafes section above. Since density of
cropping, distance from crop to water, and watetybcharacteristics can vary in the
landscape, methods have been developed to implahreeapproach used in the FOCUS drift
calculator across an entire landscape, produciigtdbution of landscape-level surface
water PECs.

One method of incorporating landscape charactesigtto drift calculations utilizes a series
of ‘margins’ at various proximity distances arouhd water body (e.g., 10 metres, 20 metres,
etc.). These distances should be determinedveltdithe crop type and application method.

The presence or absence (and amount if desirddjgdt crop contained within these
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margins can then be used to modify the amountitifartry estimated for a given water
body. In one case, an agricultural landscape washimed for the presence of target crop
(cotton) near surface water (Hendkgyal, 2001), and the presence and percentage of target
crop in each of several bands (0 — 60 metres, BE0-metres, etc) was used to modify the
standard the drift deposition rates (ground andbapplications in the US) from each of
these bands onto the water body (Tratial, 2001). In another case, five separate margins
out to 50 metres were used to describe the potdatiapray drift loadings at various
distances for citrus crops in Sicily, with corresging drift estimates computed for each
surface water segment (Padovenal, 2004). This study divided surface water intodRiv
Assessment Units (RAU), with the goal that thathel@&U had a consistent distance from
crop to water and consistent width. The crop disteand water body width measurements
for each RAU, along with other inputs on water betgracteristics and buffer composition,
were used to estimate drift loadings for each segmiethe river. The drift loadings for each
segment were then used as inputs to TOXSWA to lztetinal concentrations at the
downstream end of the water body near treatedsfieldwas assumed that all crops in the
study area were treated, all crops were treatedisinmeously, and that the wind was always
blowing perpendicular from crop to water (i.e.,inftuence of wind direction). The use of a
series of increasing sized margins around surfatervallows for a straightforward and
efficient method of characterizing the potential doift entry (i.e., distance from crop to
water) based on the landscape. The choice of mdrgiances, and the spatial definition of a
water body (the unit of analysis) have an importangact on the interpretation of the results,
as only a single or small number of distances arafip density values are used to calculate
drift for each water body (or unit of analysis)hid method is conservative in that the
assumption is maintained that the wind is alwapsvblg from the closest crop towards the

water body (i.e., no examination of the effect afdvdirection).

Another method of implementing drift calculatiorigtee landscape level starts with a water
body maximum PEC for individual water bodies, anmstifies this maximum based on how
much of the perimeter of the water body is expoaed,to what degree the perimeter is
exposed (Holmes et al., 2002). This approach tiesame regression fit as the FOCUS
drift calculator (integrates across the width @ Water body) and computes the maximum
drift (and resulting PEC) based on crop type, aapion rate, and water body characteristics
(width and depth). Assumptions about wind speetdilution are not modified.

A maximum PEC in a given direction results fronftdtoming from crop directly adjacent to

a water body. A PEC less than the maximum willitei§ either (a) only a portion of the
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water body is potentially exposed to spray drifinfrthat direction, or (b) if crop is not
directly adjacent to the water body. This methsdsutwo ratios called tfa#fected raticand
drift ratio to estimate these two factors. The affected egtomates the portion of the water
body that experiences spray drift from that dil@ctithe drift ratio estimates the percentage

of drift onto the water body in relation to the rimaxm.

To establish a spatial link between the water bpdyximate crop, and wind direction,
sampling points are placed at regular intervalghenwvater body perimeter. Each sample
point represents a specific length of perimeter, if sample points are separated by 10-metre
intervals then each point represents10 metres td@nk@dy perimeter and it is assumed that
drift calculated at that point is the same oventthele 10 metres. Once points are placed, a

line is drawn against the direction of the wind.

A similar approach was used by Trapp et al. (2@0%haracterize the drift PEC values
related to vine production in South-western Germa®gmple points placed every 10 metres
along the water body were used to calculate doacind distance to vineyards. These
distances were used in conjunction with the Rauintahles (i.e., BBA drift tables, BBA

2000) to calculate deposition for each of 8 dii@tii

To calculate a final PEC, Holmes et al (2002) utednaximum PEC, modified by the
amount of water body exposed, and the degree asexp. The number of points at which
exposure of the water body could potentialbcur were counted. This number was referred
to as the number of potentially exposed points (NPEhe number of lines that could

actually expose the water body - because the titeesected crop somewhere along its length
- were counted and this number was called the nuofectually exposed points (NAE).

The affected ratio is given by the ratio of the twemof actually exposed points to the

number of potentially exposed points (i.e. NAE /BNP

The drift ratio with the wind in a given directieg calculated as the total calculated drift
divided by the total maximum drift (i.e., the poriof the water body perimeter that does
receive drift receives on average x% of the maxipnuithe final PEC is then calculated by

multiplying the maximum PEC by the affected ratial alrift ratio.
Final PEC = maximum PEC * affected ratio * driftica

For a hypothetical water body with a maximum PE@®hg/L, of which 60% of the
perimeter is affected by spray drift, and the agerarift is 50% of the maximum, the final
PEC would be
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PEC =40 ng/L *0.60 * 0.50 = 12 ng/L

In words, the above equation may be interpretedad: with the wind in this direction, 60%
of the exposed perimeter receives drift and thaigoof the perimeter receives 50% of the
maximum drift. The PEC is therefore equivalen8®8%6 (0.60 * 0.50 = 0.30) of the
maximum value for that water body (40 ng/L), reisglin a computed PEC of 12 ng/L. Note
that the affected ratio and drift ratio may bothlb@ if crop is directly adjacent to the water
body and all potentially exposed points are acfuatbosed for a particular wind direction,

yielding a PEC corresponding to the maximum value.

Another approach to estimating drift from croppiedds to surface water uses a field-based
unit of analysis and a raster GIS (Gutsche, 2001}his approach, both land cover and
surface water are in a raster format, with 5-mgtie cells. Gutsche demonstrates how easily
raster analysis (which algorithms are basicallylemgnted in up-to-date GIS) can be
employed to quantify the proximity of the fieldsarface water. He uses the Euclidian
distance between each field cell (5x5 metres) ¢éaarest section of a water body.
Calculation of the spray drift potential of eachi edone as a function of its distance to
water body grid cells using the standard driftéshiBBA, 2000).

Potential pesticide load in water bodies associaiétdfarmed land describes the potential of
absolute pesticide load per application (expregsgdams) that can come from an field to

the closest water body using a dosage rate of ibkogr&m per hectare.

Gutsche also employs a method to calculate thenpateoncentration in water bodies using
the same data sets. In this approach, similathers described, the surface water is divided
into units of length based on morphology and thes®vector data. The calculation of the
potential concentration in each water body segnsemdsed on total load (from fields with

assumed application rate), length, width, and depthe water body.

It is important to note that in these approachga#,Idadings and subsequent concentrations
are a single point in time, assuming instantan@axsig, no upstream influences (dilution)
or other temporal factors. The inclusion of tenab@aspects requires the consideration of
further landscape factors, e.g. a more detailedacherisation of the hydrological network
(e.g. by using elevation/slope data), as well agppropriate modeling of the fate of

chemicals in surface water bodies (e.g. adsorptiegradation, dispersion, etc).
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2.3.4.2 Spatial approaches to runoff estimation

To date, much effort has gone into refining surfaeg¢er Predicted Environmental
Concentrations (PEC) from spray drift based ondaagde-level information. Knowledge of
landscape-level cropping & hydrology, in combinatigith soils, weather and slope data, can

also be applied to generate spatially refined ruestimations.

General Concepts

The following parameters are commonly identifiechffecting surface runoff: precipitation,

interception, evapotranspiration, and leachinge g&neral relationship is:

Surface runoff = Precipitation — Interception — Epdioranspiration —Leaching4dStorage

Landscape-level estimation of surface water rupaff incorporate all or some of the above
components and can yield water body pesticide auratons (PECSs) or pesticide mass, or

percent runoff.
* In-stream pesticide concentrations are affected by:
» The amount of pesticide introduced from appliechare
» The amount of mitigating land cover between crog &ater
» The amount of non contributing (non-crop) runoff

» The amount of crop and non-crop contributions aftipedes and runoff from

upstream

Data Requirements

Base data layers required for most models woulldidlec hydrography, land cover, soils, and
precipitation. Optional data for more refined gsak include may include slope derived
from elevation, and a basin-scale analysis woujdire catchment boundary data.

Several sources of precipitation data exist. M&tegical station data is an obvious choice,
however, given availability and the time and eff@quired to process individual station data,
other sources may be preferable. FOCUS scenas®maveraged rainfall data specific to
season and year to model the runoff based on gpap tAlternatively, specific ‘design

storms’ may also have been created for various pdifEurope (as has been done in the US).
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Predictive Models

There are several levels of complexity (and theeefcuracy) of predictive models

currently being used to estimate pesticide run@fie example of the potential incorporation
of landscape-level information for runoff can berd in the Organisation for Economic Co-
operation and Development (OECD) Pesticide AquRisk Indicators Project (1998 — 2003)
of which an outgrowth is the mechanist indicatoti®kaf Exposure to Toxicity (REXTOX),
which estimates spray drift and runoff. The sptgft component uses an equation based on
Ganzelmeier/BBA drift values. The runoff componesés a variety of concepts and western
European environmental indicators. The amoumpiesticide calculated assumes rainfall
three days after application. (Report of the OB®H3ticide Aquatic Risk Indicators Expert
Group, April 2000).

The OECD predictor includes three additional congmis (correction factors) to first tier
methods, describing the modification of runoff wathpplementary landscape factors of
slope, interception, and buffer zone. However, OERd requires elevation data, which can

be difficult to obtain and process.

In general, the runoff estimation can quantify kative amounts of:
» Soil, land cover, and slope (to determine amoumtindff per unit area)
» Cropped areas and application rates (to determoyperanoff)
» Interception and buffer width and composition (&tetmine runoff mitigation)

* Non-contributing area (to determine non-crop runoff
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Table 2.3-1: Sample input parameters for pesticide  runoff estimate highlighting spatial data (in

yellow)
Parameter Description Data Sources
L% \unoit Runoff pesticide concentration Resultant
Q: Runoff Soils
P: Precipitation Rainfall data
f: Correction factor
fa Slope Elevation data
fo: Interception Land cover
fa Buffer zone Buffer Analysis/Proximity Index
DT 50 soi: Half-life Generic value
Kd: Ratio dissolved/sorbed Resultant
Koc: Sorption coefficient Generic value
%O0C: Soil organic carbon content Soils
Pc: Stream pesticide concentration Resultant
Ad: Application dose Generic value
Discharge: Mean 'storm' stream flow Stream gage data
AT: Mean 'storm' duration Rainfall data

Note: Parameters in yellow can be obtained from landscape-level spatial data

It is important to note that there are many methafdsstimating runoff, in general and for
pesticides specifically, and the above examplenig meant to illustrate the concept, not to

imply that only one way of runoff estimation is appriate.

General predictor complexities and the level obeffequired for data acquisition and spatial
processing range in complexity from assuming acstedter body and no non-contributing
runoff, to more complex predictors including cobtrions from upstream and runoff from

everywhere in the basin.

Low «  Static water body.
. Instantaneous, in-stream discharge.

Complexity . Instantaneous runoff from close-proximity land acH.

High . Runoff from more distant reaches of the watershedd time or distance.
. Includes inputs from upstream (loadings or dilufion
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Unit of Analysis

Generally, results from estimations of drift andatf are presented by water body, however,
the spatial processing and computation is usu&ifopmed at a field-level and as such, the
spatial relationship between land surface and waddy is critical to the unit of analysis,

which includes both the water body and the surroundrea to be included in the analysis.

Water body: A water body can be defined severalswaost commonly confluence to
confluence or segments of equal length. The stdndater body is a 1-meter wide, 0.30-
meter deep ditch, but can be modified accordingpttial location (for instance may not be
appropriate for southern EU areas) or local infdroma Because water runoff is usually
included in the estimation of pesticide runoff, theection of surface water runoff needs to
be taken into consideration. The spatial extenaflysis, the margin, is therefore limited to

a certain extent by the minimum length of a watehb

Margin: Margin distances should be scaled to wadely length and topography such that

runoff generated at the outer edge of the mardikety to flow into the margin area, i.e., the
runoff flow direction is reasonably orthogonal ke tchannel (Figure 2.3-4). For example, if
the average stream segment is 1 kilometer, thermawiappropriate margin distance may be

200 meters, depending on local topography.

Figure 2.3-4. Margin extent should be scaled to wa ter body length
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Segment: The water body (confluence to confluenag)be further subdivided in(bmeter
segments (e.g., 100 meter), to provide more spatifined exposure estimates (Figure 2.3-
5). This spatial refinement can be applied tdaaitiscape level metrics generated, such as
drift PECs, margin composition, and buffer widtliherefore, this portion should be
considered separately from the runoff componenit, @ be applied on a more widespread

scale if desired.

Figure 2.3-5. Example 100-meter segment processing  with 100-meter margin

Basin: There is also the potential to estimate ffusicthe basin scale, however there are
several caveats to this level of processing. €hgbral aspect of runoff becomes a
component that must be addressed in terms of dstgnainoff from the furthest reaches of
watershed, as the concept of instantaneous rusnaff ionger applicable at the basin scale.

Two suggested solutions to incorporate the temmmpéct are:

a) The use of multiple margins within which thetdnce between the margin and

water body will serve as proxy for the time for offrto reach the channel, or

b) A continuous distance coefficient using theiattlistance of crop to water

throughout the watershed (Figure 2.3-6)
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Figure 2.3-6. Sample showing continuous distance ¢ oefficient using actual distance from entire

catchment (50-m pixels) to nearest down slope chann el

o J7 } ‘\ T \
I
: Watershed \

Hydrography

Image Distance

of

2.3.5 Relating landscape-level results to a larger area

Refinement of the risk assessment process from3Stestep 4 can include the use of
spatially referenced landscape level informatigvhile this information allows for a better
understanding of the agricultural landscape, itnigortant to also understand how that
particular agricultural landscape (selected forc#mecrop, environmental or other factors)
relates to the broader EU registration processdanabnstrated safe use. While the scenarios
selected by the FOCUS Surface Water workgroup aantrto be representative of very

large regions within the EU, the scenarios thenesglliimited by their number, must use

some broad characterizations of parameters. $ketiparameters are refined based on more
landscape level spatial information, the abilityptace the refined spatial information (and

derived results) into a broader context is critical

In a simple case where drift is the primary concamd a study area was selected and
analysed spatially to refine particular model irgpitt must be understood where this study

area fits within the characteristics affecting doifi a broader scale (agricultural density,
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hydrologic density, and crop proximity to surfacater). Drift was selected for this

discussion because potential exposure is drivengeily by cropping density and proximity,

but similar concepts apply to runoff and drainageyeusing additional landscape factors

(soils, slope, precipitation). See Volume 1 Apperdl for a full illustration of this process.

2.3.5.1 Grid approach

In many cases, given the large area to be exanninde context setting process (entire EU,

north or south EU, FOCUS scenario, ecoregion, mestage, etc.) a gridding process is

commonly used to provide a spatial “unit of anaysit a specific level. The size of the grid

can vary from as small as 1km, up to 10km, 25k0km depending on the area to be

covered and the input data sets available. Fdr gad cell, the relevant data are collected

and used to determine relative (or absolute) piateekposure within the broad overall area

(e.g., the northern EU). Potential exposure ferghid cells in the area selected and analysed

in detail are also identified. These grid cellfigh have been studied in detail using more

refined data sets) can then be placed on thellisih of entire grid cells for the larger area

(such as the northern EU). The location of thd gdlls for the study area on the overall

distribution give confidence that the study araal(a

the associated landscape characteristics and der
modelling parameters) represent the desired goa
(“normal” case, conservative case"3@rcentile,

etc.).

As an example, one method of the grid approach
uses 10km grid cells across the EU to quantifyeth
metrics related to potential aquatic exposure from

arable agriculture:

1. Percentage of grid cell composed of arabl

crop,

2. Percentage of grid cell composed of surfa

water, and

3. Percentage of grid cell composed of arabl

300 0] 300 Kilometers

I ey —

crop within 1500m of surface water,

Figure 2.3-7: Grid of 10km cells covering Italy

280




© 00 N O O

10
11
12
13

14

15
16
17

18

19

The 10K grid cell provides a unit of analysis fdd Bnd MS review which is representative

of the scale of agricultural landscape.

For this example in Italy, the number of 10-km grédls for Italy is 3,238 and the study area

(roughly 60km x 60km) contained 36 cells.

The CORINE land cover was used to determine thatilme of arable crop, and potential

surface water locations were derived from GTOPORBMklevation data. The percentage of

the total area within each grid cell comprisingleatthese was recorded. In addition, the

amount of arable crop located within 1500m of stefevater was also calculated. This

single metric provided a reasonable estimate adri@t surface water exposure to arable

crop at the coarse EU or Member State level, usédkntify areas for further, more detailed,

examination. Distributions of this “potentially@osing crop” are shown in the following

two figures, both spatially and graphically. Nétat the histogram contains data series for

both all of Italy and for the specific study area.

Figure 2.3-8: Arable crop in Italy, and distributio  n of crop near water density for Italy and study

site.
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It can be seen that the study area contains ahpgybportion of arable crop within 1500m of
surface water than the larger area examined (snctise, Italy). Therefore, more detailed
landscape-level analyses performed in this studg,and specifically for several of the
10km cells, represent an upper end case for patemposure to surface water from

agricultural influences (arable crop).
2.3.5.2 Administrative unit approach

An alternative method to the gridding approactoiage cropping statistics and some level of
administrative unit. In this approach, several mistrative areas (NUTS 4 or 5) are studied
in detail to generate landscape level modellingiisp General factors affecting potential
exposure are then summarized for each adminisgratiit (cropping density, hydrological
density, etc). The entire set of administrativésgyrnincluding those studied in detail, are then
ranked according to potential exposure. The loocatif the administrative units for the study
area on the overall distribution give confidencat tinose studied in detail (and the associated
landscape characteristics and derived modellingrpaters) represent the desired goal
(“normal” case, conservative case"Q@rcentile, etc.). An advantage of this methathas
cropping information may be more available in statal form at the administrative unit level
(rather than in spatial form), it allows for a gtitative statement about the percentage of the
entire crop production analyzed (e.g., 15% of alza production in the member state was
analyzed in detail to produce the landscape lewalatting inputs), and that crop sub-types
(such as maize instead of ‘arable’) can be examimydwbacks to this approach include
difficulty in implementation across member stateitdaries where crop statistics can vary,
and using administrative boundaries to define tirecaltural unit of analysis (which vary in
size and are generally not delineated with agticaltand even environmental factors in

mind).

Keep in mind that methods of applying specific csojp-types (such as maize instead of
‘arable”) exist to place the crop type informatioom the statistics “on top of” spatial land

cover information. See subsequent section foernmdbrmation.
2.3.5.3 Catchment area approach

Another method uses catchment areas (or basitbgamit of analysis. As with other
methods, cropping density, hydrological densityptbrer relevant factors are examined at the

catchment level. The location of the catchmera¢sitained in the study area on the overall
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distribution give confidence that the study areal(the associated landscape characteristics
and derived modelling parameters) represent thieediegoal (“normal” case, conservative
case, 90 percentile, etc.). This method has the advantégsing a hydrologically relevant
unit for surface water, knowing that concerns edab surface water are more likely to be
homogenous within the catchment than between cactsm Drawbacks to this approach
include difficulty in obtaining catchment boundarief sufficient scale and extent, especially
between member states. Also, cropping densitypanduction must be generated from
spatial land cover data, as cropping statistics)ateeported by catchment area (see next

section).
2.3.5.4 Combining crop statistics and spatial land cover information

In many cases, land cover information does nottifiespecific crop types that may be of
interest. For example, the Corine Land Cover datancludes several classes for arable
crops, but does not sub-classify individual cropsrop groups. Therefore, an examination
focusing on maize but using a spatial land cowaraentifying only arable crop would
have to make an assumption that maize productiewndsly distributed over all arable crop

areas.

To partially address this, crop statistics (usuatlgome administrative unit level) can be
used to calculate the ratio of maize productioareble crop production. In other words,
density of maize production (of all arable crop)éach administrative unit can be
calculated. This maize density for each adminiistaunit can then be used to identify the
geographic areas where the arable class from tt@akfand cover data represents greater
amounts of maize production. This information aetso be used to “allocate” the maize
production (in hectares) to other spatial unitghsas catchments or grid cells using the
spatial land cover data. This results in a quigatifon of maize production (in hectares) for
spatial units other than those originally repoiitethe crop statistics. Region level crop
statistics will be used to illustrate this examgeen though better resolution crop statistics

(canton level) exist for maize production.

The general methodology can be divided in to thleviong steps using the maize example,

the Corine land cover, crop statistics for Framee] HydrolK catchments:

1. Assign the statistical production numbers toatiministrative units (NUTS 2,

Region) in a GIS;

283



© 00 N O

10

11
12

13

14
15

16

2. Determine the amount of arable crop land widaoh administrative unit

(Region) using the Corine Land Cover data set;

3. Calculate the ratio between total crop arearaaide area for each Region (the

‘maize ratio’);
4. Spatially intersect the administrative units #melcatchment areas;

5. Determine the amount of arable land within ezatichment area, and apply the
maize ratio to estimate the amount of maize inctitehment area. If multiple
Regions are found within a single catchment arezm;gss each separately and
combine the maize area for each Region into aesirggult for the catchment

area.

The figure example illustrates a simple exampleliich a catchment area (#912920) is

wholly contained within a single Region.

Figure 2.3-9: Example of combining crop statistics and spatial land cover information

Methodology Example 1

Bourgogne:

Total Arable Land: 1.261 837 ha
Tatal Maize Production: 88 300 ha
Maize Ratio: 0.07 or 7%

Bourgogne

Catchment Area 912920
Total Arable Land. 36.872 ha
Waize Ratio: 0.07

Centre Total Maize Production: 2.580 ha

[] catchment Area

[] Region
W E  Arable Land.shp
Arable Land

Auvergne
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In this example, the Bourgogne Region producedad ¢ 88,300 hectares of maize in 1997.

This Region also contains 1,261,887 ha of araldpland as defined by the Corine Land

Cover data set. The maize ratio is computed ababtares of maize divided by the total

arable land, resulting in 0.07, or roughly 7% o

grable land is maize for this Region.

The catchment area (#912920) contains a total &726ha of arable land (as defined by the

Corine Land Cover data set). Because this catcharen is completely contained within

Bourgogne, it is estimated that 7% of this araatellis cropped with maize, resulting in

2,580 ha of the total maize produced in the Rega@itributed to this catchment area.

The next figure illustrates a more complex examiplevhich the catchment area contains

parts of three different Regions.

Figure 2.3-10: Second example of combining crop sta

tistics and spatial land cover information

Champagne-Ardenne;

Total Arable Land: 1462 840 ha
Total Maize Production: 91,100 ha
IWaize Ratio: 0.06 or 6%

Part 2;
Taotal Arable Land: 13 649 ha
Maize Ratio: 0.06

Total Maize Production: 850 ha

[] Catchment Area
[] Region
Arable Land.shp
Arable Land

hodology Example 2

Lorraine:

Total Arable Land: 908 578 ha
Total Maize Production: 89,500 ha
Maize Ratio: 0,10 or 10%

Part 1:
Total Arable Land: 24.777 ha
Maize Ratio: 0.10

Tatal Maize Production: 2.441ha

Part 3
Tatal Arable Land: 18.100 ha
Maize Ratio: 0.
Total Maize Prifduction: 2.056 ha

Franch-Comte:

Total Arable Land: 473531 ha
Total Maize Production: 53 800 ha
Maizie Ratio: 011 or 1%
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In this example, the catchment is divided amonggéltifferent Regions, each having a
different maize ratio. The catchment is partiédlyated in Lorraine (0.10 maize ratio),
Champagne-Ardenne (0.06 maize ratio) and Francht€@ril1l maize ratio). Maize
production is estimated for each of the three padwidually, and a total is computed from
these results. For example, Part 1 is locatedmdine, contains 24,777 ha of arable land,
has a maize ratio of roughly 0.10, and therefordaios a total of 2,441 ha of maize.
Likewise Part 2 (Champagne-Ardenne) contains 85&naPart 3 (Franch-Comt€é) contains
2,056 ha. Therefore, the entire watershed confa#¥l + 850 + 2,056 = 5,347 ha of maize.

The approach of using crop statistics and genarnal tover data to refine the spatial location
of the crop production can be utilized at variocalss. Whenever possible, the highest

resolution of crop statistics and land cover shdanddised.

2.3.6 Approaches for generating landscape factors used as supportive

information for higher tier exposure assessment

Spatial tools available for landscape analysisyeld valuable information about the
interaction between agriculture and surface walteisome cases, this information is not a
direct input to the existing modelling process. iM/khis information is quantitative in

nature (being derived from spatial and statisticiirmation), it currently only provides a
qualitative factor in the risk assessment procdsss kind of information can include the
total amount of crop and non-crop area, the nurobesater bodies and total amount of
surface water area located within x metres of ctiog total amount of crop area located more
than x metres from any surface water, etc. Thgsestof information provide a valuable
insight into the understanding of a particular egjtural landscape, whether it relates to
specific FOCUS scenario, a relatively large areg. (860,000 hectares) studied in detail, or

more targeted areas based on specific crop or wsdagea.

Discussion in this chapter assumes that a geograpba has been selected with specific
criteria, and studied in detail using spatial apgtes. For example, if the issue were drift
entry related to cereal production in northern ali@s, a suitable location would be selected
and examined using appropriate data. Likewiseyridff issues related to citrus production
in southern climates were of concern, a represeatatea would be selected. In each case,
the location and total area selected for examinatitl be dependent on specific criteria, and
all cases cannot be covered here. Annex A4 of Melt illustrates one approach used for

this process.
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However the specific area is chosen, several faci@n aid in the interpretation of the Step 4

approach taken. These factors are discussed ioltbeing sections.

2.3.6.1 Overall cropping intensity & distribution

Information comprising total area studied and titaltamount of crop within that area give
an indication whether this area is representativandntensive agricultural area. For
example, if 300,000 hectares of land area werdesiuéncompassing over 200,000 hectares
of crop, it could be argued that the study aresesgnts a relatively intense agricultural area.
Ideally, if data permit, crop statistics will becorporated to further describe the importance
of the study area in relation to cropping. Forregbe, if the above 200,000 hectares of crop
represent 25% of the total production in a mucbdaarea/region, further confidence is
added that the selected study area exemplifiestandive agricultural area, and that the
landscape-level modelling results derived from ¢heégta can be considered better

substantiated.

The general distribution of crop over the landsaapg also provide insight into potential
exposure. For a given amount of crop, are smra#nisive cropped areas distributed in
clusters across the landscape, or is there a brdéddgbution of less intensive cropped
areas? If the former (small intensive clustetsyduld be expected that potential exposure to
surface water would have a greater range (frontivelst non-exposed up to significant
exposure); whereas a more even less intense cgpppttern might indicate exposure with

fewer extremes (both low and high)

2.3.6.2 Overall water body type and distribution

The frequency and relative contribution to the loyolgic network of different water body
types is an important factor to understanding thtemtial exposure to surface water. Water
body types are generally separated into classdsagistreams, rivers (essentially wide
streams), canals and ditches (man made for trangpeater either to or from a field) and
static water bodies (ponds, reservoirs, lakessome cases, the permanence of the water
body is also tracked. Understanding the relatomgribution of each of these water body
classes (in both frequency and length/area) helpsace the modelling results into context
within the hydrologic context. Water bodies mayoaie classified according to chemical and

biological status of water quality if these date available and have a geographic link to the
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hydrologic network (i.e., a latitude and longitudgue for surface water monitoring sites,

strem reach identifier, or even a stream namdsfalso appears in the spatial data).

Using our example of a 300,000 hectare study @reaght contain a total of 5,000 water
bodies, with specific numbers associated with ed&$s. In addition, the total length of all
flowing water (perhaps 6,000 km) and for each whuely class can also be reviewed.
Similarly, numbers and area for ponds and lakeseareported (including a distribution for
different pond size classes). Two qualitativedesitan be assessed from this information.
Firstly, that a significant number of water bodfeseither count or length/area) have been
assessed in the landscape to produce the modepots; and secondly, that the landscape
analysed represents not only an intensive agri@llarea, but also one that relates to the

specific surface water body class of concern.

2.3.6.3 Water bodies within a specific distance of crop

Once the general landscape of the entire studyisgaderstood, more specific questions
can be answered about potential exposure of suvwfater to crop at the landscape level.
One of the most basic is reporting the number démaodies that have any portion within a
specific distance of crop. The distance usedHisrwill depend on the method of transport
(drift, runoff, drainage) and possibly crop typer(Example, larger distances for crops
sprayed with air blast sprayer rather than booraysss). In addition, since a stream or a
pond is not an atomic unit (not either wholly etest or unaffected), the amount of surface

area within a given distance to crop can be useful.

For example, using the set of 5,000 water bodi¢ksar800,000 hectares studied, it could be
reported that overall, 75% of the water bodies weétkin 100m of crop. This could be
further refined to show that ditches are more {ikelbe within 200m of crop (85%) than
streams (60%) and ponds (70%). Furthermore, Wiité of all water bodies are within
100m of crop, this accounts for only 40% of theltsurface water area (with similar
differences between water body classes as segerpafinally, the amount of potentially
exposed surface area for each individual water loaglyalso be determined and the resulting
distribution reported. Information about the lacese at this level provide a background for
the assessment of the modelling results. Fornastahe modelling results may indicate a
concentration when a water body is (maximally) esquh but the landscape information may

indicate how often/likely a water body may be exqubs
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2.3.6.4 Amount of crop located outside a specific distance of surface water

If it can be determined that only crop within ataaér distance has the potential to negatively
effect surface water (this may only apply to daifid runoff), it is important to understand
how much of the crop in the study area is withis tlistance. While this cannot be used
directly as a model input, it does give a genenalanstanding of how much of the crop that is

there, may impact surface water.

For example, out of the total 300,000 hectarekénstudy area, 200,000 hectares of crop
were identified. From this total area, it coulddstermined that 25,000 hectares (12% of all
crop) is located within 100m of surface water, tatexd inversely, 88% of all crop in the
study area (175,000 hectares) are located moreltb@m from any surface water. In other
agricultural landscapes, the amount of crop proténta water might be quite different,
perhaps 65% of all crop is within 200m of watemasving which of these agricultural

landscapes are being studied is crucial to evalgalie Step 4 modelling inputs and results.

2.3.6.5 Crop variation

While intensity of cropping near surface water diract indicator of potential exposure,
knowledge about the variation within the crop cleas provide important information that
can be used to modify the potential exposuren i@a is heavily cropped with only one or
two specific crops (monoculture), the potential @syre to surface water from applications
made to those crops is most likely greater thahdee same water bodies if the cropped
areas had a much greater diversity of crops, dtieetgreater likelihood of variations in

applications.

For example, if the 200,000 hectares of [arablepen our example are primarily composed
of only maize, there is a greater chance that egjptins of pesticides will co-occur in time
due to similar planting/maturity dates, possibibfyinsect infestations, etc. On the other
hand, if that 200,00 hectares is composed of &tyeof arable crops (maize, sunflower,
sugar beet, winter cereals, OSR, etc), there sslileslihood that surface water in the area
will impacted as much as with the monoculture eXamue to variations in application

timing and location.

Crop variation can be assessed in an area usiegadenethods. The easiest approach is to
use detailed crop statistics to review the divgmsitcrops grown in the area studied (and

their relative production). While this method yides a quantitative approach, it relies on
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statistics being reported at a sufficiently dethilesolution (i.e., NUTS 4 or 5). It also may
not provide sufficient information regarding theasipl distribution of the crops. In other
words, while a given area may have a diversityrops, the crops still may be grown in
concentrated groups within the overall area, ragylh potentially higher exposure to the

water bodies in those areas.

Detailed spatial land cover data can provide infram on the actual distribution of crops
(at a single point in time), and their relationstopeach other. For example, it could be
determined if the variety of crops in the area tende mixed together, with fields having
alternating crops, so that the potential exposwu@ny given water body in the area will likely
come from a variety of crops, possibly with a virief application times and needs
(products, methods of application, etc). Keemind that the spatial land cover data must
have crop classes that differentiate between simit#p types (e.g., different types of arable
crop). In many cases, this can be difficult téadiy, and only pertains to a single season

(although historical crop rotation practices candagewed at a local level).

Knowledge of the spatial variation in cropping qgaavide supporting, qualitative

information to the standard risk assessment process

2.3.6.6 Field size variation

Similar to variations in crop types, variationdigld size can be examined to gain a better
understanding of the agricultural landscape. Theaf a field can be an indicator of the
cropping homogeneity of the landscape and theiltiket that a larger area will be treated at
a given time (i.e., a 200 hectare field is morelijito be treated at a single time than four 50
hectare fields). Since fields are usually bounoleg@hysical features (roads, hedges, trees),
the size of a field is less likely to vary from sea to season than the actual crop grown in
the field. Field sizes may also be more acces$ibta spatial information provided by
national mapping agencies, and also due to theased use of spatial information systems

in crop subsidy monitoring programs.

2.3.7 Evaluating the spatial distribution of results
Landscape-level analyses of surface water in aiowdtyral area generally produce results

for each ‘unit of analysis’ (see Section 2.3.1eTunit of analysis can be a water body, an

agricultural field, a catchment area, an administeaunit, etc. The “landscape” provides
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variation for some of the inputs used to definegbtential exposure, and therefore produces
a range of potential exposure values. This ramgeloes is typically expressed as a
percentile (for a single value or threshold), oadgstogram (to represent the distribution of

a set of values).

The spatial influence of the landscape can alsexbhenined in terms of the resulting
distribution of potential exposure across the laags using maps and other cartographic
methods. The spatial distribution may be importaninderstand the potential exposure of a
landscape (an agricultural area) rather than afseater bodies or agricultural fields and
discrete units (as percentiles represent thent)e rélative spatial relationship between
greater and less exposed water bodies can be amporftor example, two study areas with
the same relative proportion of water bodies exiceesbme value, or with the samé"90
percentile value, may have two different exposursk/ potentials based on the location of
those greater exposed water bodies. In one dssé&0®b of water bodies above thd'90
percentile might be grouped in one very intensreaawhile in the second case, the same top
10% of water bodies may be scattered across tlisd¢ape, interspersed with other less or
non-exposed water bodies. Because the ecologedthhof surface water can be influenced
by connecting and/or neighboring water bodies (eegolonization), the location of the
waterbodies with potentially greater exposure nedetio other less or non-exposed water
bodies can be an indicator of the relative riskwface water in agricultural areas similar to

that examined using landscape information.

The figure below illustrates an example of the igphaistribution of potential exposure
across a portion of an agricultural landscapeart be seen that water bodies of greater
potential exposure (colored in orange and red)desteibuted among other lesser, or non-
exposed water bodies. This spatial variation irepiial exposure can aid in the evaluation

of the agricultural landscape as it relates tosmgfwater.
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Figure 2.3-11: Example of spatial distribution of e xposure to surface water
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2.3.8 Use of remotely sensed data in landscape characterization

In conducting a landscape-based exposure assesshignften essential to obtain detailed
information about the composition and distributadrihe landscape in order to characterize
it. Historically, generalizations were used beeaitisvas too difficult, time consuming and
costly to acquire accurate and detailed informagibaut the landscape. In recent years,
however, advances in computer and remote sensithgatogy and the increased availability
of remotely sensed data sources has made it pessigenerate accurate and detailed
landscape characterizations in a cost effectivenmanWhile a very powerful tool in the
exposure assessment toolbox, there are a numistofs that need to be considered when

using this technology in order to generate theltesiecessary for a scientifically valid study.
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2.3.8.1 General characteristics of remotely sensed data

The primary use of remotely sensed data in expassessment is to generate a land cover
dataset of the area being analyzed. While therewarently a variety of remotely sensed
data sources with their own strengths and weakagssgeneral there are certain properties

of remotely sensed data that should be acknowledgddccounted for.

Reflectance

Remotely sensed data is based on the reflectafrae energy source from the earth’s
surface. This energy source can be visible ligiftared radiation, thermal radiation or even
radar. Each type of energy source provides diffteirdormation about the surfaces from
which it is reflected. Because reflected informatis captured by a sensor, only those things
that can be seen by the sensor can be identifed example, this means that if a water body
is obscured by brush or trees, the water body damnaentified using remotely sensed data

alone.

It is important to note that for many landscapedys®s, the real power of remotely sensed
data is not necessarily in the visual interpretatibthe data but in the information contained
within the reflectance information itself. By ugidifferences in reflectance in very detailed
portions of the spectrum (red, green, blue, ndaa-red, etc.), the imagery can be classified
using semi-automated processes that permit accamateost effective land cover
classifications to be generated for large areas.ekample, by using the fact that vegetation
is green and soil is not, we can separate soil fregetation. By using information in the
infrared portion of the spectrum, we can identiiffedient types of vegetation and separate

crop from forest, etc.

Resolution

All remotely sensed data has a resolutiuet is based on the sensor technology used to
capture the reflected energy and the physical ptiggeof the reflected energy. This
resolution is often stated in a “pixel” size, wiélpixel being defined as the smallest unit of
information captured by the sensor. For exampimtallite based sensor may have a ground
resolution (pixel size) of 30m x 30m on the grourh aerial based sensor may have a

ground resolution (pixel size) of 1m x 1m on thewgrd.
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Geo-Rectification

All imagery is acquired as a snapshot that hasrealpfined link to the real world. While it
obviously represents a specific location on théhémsurface, the image must be geo-
rectified in order to permit integration with othgpes of digital data such as hydrology or
administrative unit boundaries. The geo-rectifmajprocess involves identifying specific
features or locations in the imagery as well as omap, or other reference source, that
provides the map coordinates for the featuresaations. Once a sufficient number of
reference points are identified, the imagery ishaatatically resampled and placed into the

map projection of the reference data. This proceatso commonly called geo-referencing.

Geo-rectification is an absolutely critical stepthie processing and one that can have a
significant impact on the quality of the resultliagd cover classification. If the points used
for the rectification are selected inaccuratelg, dlata will not overlay with other datasets
correctly. Also, if the rectification is done at enappropriate time in the processing of the

imagery, it will negatively impact the accuracytié land cover classification.

Accuracy assessment

The quality of the resulting analysis is dependenthe accuracy of the land cover data used
to define the type and location of land cover tyipethe study area. In order to determine the
level of confidence in the accuracy of the clasatiion, an accuracy assessment must be
undertaken. To conduct an accuracy assessmeuntdytauth information should be

acquired as close to the date of image acquisésopossible and the ground-truth

information should provide information regarding thctual land cover that exists in specific

locations within the imagery.

The timing of ground truth data acquisition is imat. For example, if the ground truth
data is acquired several months after the imagauiyttee crops in the ground have changed
since the image was acquired, then it would bei&ily impossible to verify the accuracy of

a crop type classification.

Complete coverage of the imagery is not necesbatysufficient sampling of heterogeneous
areas to generate a statistically significant samjae should be performed. By then
comparing the actual ground-truth against the sartemated classification results, the level

of confidence in the derived land cover datasetheadetermined.
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Point in time

It is important to remember that the acquisitiothe& image represents a single point in time.
When using the land cover data generated frormtiage (or any land cover data for that
matter), issues of crop maturity, crop rotationylle cropping in a year, and changes in crop
types should be considered. While a crop fieldi$eio remain a crop field year after year,
the crop grown in the field is likely to changeheFefore, the temporal issues of land cover
data based on remotely sensed imagery are retated trops of interest, with permanent or
broad crop categories (e.g., arable crop) beirgjitapacted by a point in time classification,
and specific annual crops (e.g., vegetables, maizieg more sensitive to the temporal

issues.

2.3.8.2 Considerations for acquiring remotely sensed data

Regardless of the specific type of data acquiteslfallowing are a number of general factors
that should be considered when obtaining remotahgad data for exposure assessment

analyses:
Time of Year

If a specific crop is to be identified within th@agery, then it is necessary to acquire imagery
at a time of year that will maximize the discrintioa of that crop within the imagery. It
does no good to acquire data when the crop ismibiei ground, or when it cannot be

differentiated from other crops or land cover types
Resolution

It is important to select the resolution of theadttat is appropriate for the analysis being
conducted. For example, if a study is undertakaddntify natural landscape features that
exist between cropped fields and water bodies la@dypical distance between a field and a
water body is approximately 10m, it would be inayiate to use imagery that has a 30m
pixel size as the data would simply be unable tiedintiate any landscape parameters at a
smaller than 30m scale. Said another way, theatethce of all the different features of the
landscape within the 30m x 30m pixel would be agedainto a single reflectance value that
may include water, crop and trees. This wouldb®tiseful to the analysis. On the other

hand, if analyzing a large area of millions of la@et and only general landscape categories
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are required such as cropland, forest, water, thien, a coarser 30m pixel size would be more

appropriate than using fine resolution aerial pgaphy with a 1m pixel size.

Type of sensor

The type of imagery acquired can have a large itnpathe outcome of the resulting land
cover classification. If a purely visual inter@gbn of the landscape is required, then simple
black and white or true-color photography may berapriate. If a large area of analysis
makes visual interpretation impractical, then nspléictral data may be preferable. If
separation of crop types or other more difficuldlgses are to be performed, then

multispectral data with infrared reflectance infatron would likely be required.

Image footprint

There are generally two types of remotely sensedjary, satellite based and aircraft based.
An important characteristic of these platformshis &rea encompassed in a single image
footprint. Satellite images generally have sigafitly larger areas of coverage in a single
image footprint than do images acquired from abaite sensor. The tradeoff is resolution,
with footprint size being inversely proportionalttee resolution of the data. The process of
merging multiple small images into a single largeage is called “mosaicing” and can be a
very costly process that impacts the overall acguod the resulting land cover
classification. Air photos cover less area ongtawind but have higher ground resolution.
Satellite images have coarser ground resolutiomiuah larger footprints. If a small study
area is to be analyzed, then imagery from an amdeensor may be more effective. If a

large study area is required, then satellite basadery may be more effective.

Availability of ancillary data

Often features can be identified in a land-covassification and accurately located in
relation to other features within the image becdheeentire area is being geo-rectified as a
unit. This is an advantage as it permits the inggiositions of all features to be accurately
represented. However, you are more limited inddcriptive information that can be
derived from features in remotely sensed imagémythis case, the availability of ancillary
data such as digital hydrology information may &etdred into the analysis. If the types of
water bodies such as streams, rivers, ponds, mde-takes, etc. need to be known, it may
be necessary to spatially link ancillary hydrolodata from another source to the water

bodies found in the imagery in order to provideomplete picture for analysis.
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2.3.9 General research recommendations

In order to address the growing use of spatialrteldgies in landscape analysis for risk
assessment, several issues should be identifiedddréssed in future research. Because of
the relative newness of these spatial approaclsesfapared to other methods in risk
assessment), confidence in the scientific, consiséad ethical application of these
technologies may be a concern on the behalf oflaémy agencies. In addition, since
multiple approaches in the application of spatahnhologies to a given problem may yield
similar results, interpretation of results requiaasioderate level of understanding in spatial
processing to assess the relevance and validttyeaiethods used. This in turn may
introduce hesitation on the part of the submitbeinvest in the development and application

of these spatial techniques if there is a posgjttiiey will not be fully accepted.

It is therefore recommended that further reseaechgplied to the development of a standard
set of landscape factors and methods, as an aleaitablbox” of accepted spatial
approaches for exposure assessment. In additsinyetured set of guidelines and

definitions for spatial data and the related agian to risk assessment should be developed.

While there are several initiatives underway inBtueto generate and distribute spatial
information in a consistent and transparent marmest of these do not address pesticides
and surface water as the primary focus. Thosriivés that focus on water quality in
surface water (such as the Water Framework Diregtare commonly applied to larger river
basins with multiple input pollutants than to timadl streams and ponds in agricultural
areas. Other initiatives that address data gaifpemd dissemination on the EU level (e.g.,
INSPIRE, GINIE, etc) will provide relevant data é&ag for use in exposure estimation, but
generally do not provide any method of interpretatr combination of data into metrics

meaningful for pesticide exposure estimation.

The proactive development of a set of landscapetieformation related to specific
crop/climate/exposure regimes, for use by regweadgencies, academia and research
organizations, and the crop protection industrpusthbe considered for future research
efforts. This may include a set of landscape-lelah for use in refinement of Step 3
scenarios, as well as additional data suitabl¢h®implementation of catchment level

modelling, or to provide input distributions forgtrabilistic modelling approaches.

The goal of these research efforts will be to pteva reasonable level of confidence for the

regulatory community, academia and research orgaairs, and the crop protection industry,
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that spatial approaches can be consistently, siooatly, verifiably, and ethically applied to
ecological risk assessment. With confidence thatisk assessment process can be
enhanced with the appropriate application of spthnologies, all participants in the risk

assessment process will benefit from recent adwainciis field.
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2.4 Data layers for integrated spatial analyses

Changes in the environment and the factors influngnihose changes are frequently
phenomena that differ between places and varyfétifi.e. demonstrate spatial
characteristics. To assess the status of, or npmdehtial changes to, an environmental
indicator, those variations should be taken intmoaat. Spatial analysis of environmental
indicators requires ancillary data to be availadespatial data layers in a suitable form. The
suitability of data is largely determined by itéénded use and hence the degree to which it

can be integrated with other data.

Suitability is often linked to the scale and prajec of the data, but thematic and temporal
issues should also be considered. Incoherent tieatassifications between data of
different origin in land cover or soil type datdssean complicate integrating the data with

other data layers. Similar considerations applgutulated datasets.

In the following sections a summary of spatial dagts with European coverage is presented.
The amount of data available changes with timeybty little freely available data sets have
emerged. Progresses in areas of integrating datadifferent regions to obtain a
homogenous European coverage are also ratherlsigninciple, data sets with European
coverage are available at scale 1:1 million or fmaData sets at larger scales do exist, but
usually cover smaller areas. Where larger regioesavered, those data sets were included
in the following summary. Finally, several ongoingiatives supporting trans-boundary

data compilation are presented to give the readenae of the comprehensive data sets

projected to be available in the future.

2.4.1 Overview of spatial data

Data for modelling and analysis purposes are avail® several varying degrees of detail
and spatial coverage. In general, data with contisispatial coverage at continental scale
exist at a scale of 1:1 million (vector data) dkrb-grid size (raster data). Recently, more

detailed datasets with European coverage have agghesauch as:

» Global coverage of 3-arc second elevation datar¢equpately 90m at equator)
from the Shuttle Radar Topography Mission (SRTMA$S
http://srtm.usgs.goy/
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» European coverage of CCM River and Catchment dagab@ihe Catchment
Characterization and Modelling (CCM) data includagchments and surface
water derived from 250m elevation (and other sujppgy data. (JRC,
http://agrienv.jrc.it/activitieg/

* Global coverage of ortho-rectified historical Laad$M mosaic at 30m

resolution (GeoCover, NASAttp://www.esad.ssc.nasa.gpv/

However, other basic modelling data layers, e.tjdswa, will not be available at scales

better than 1:1 million with European coveragetfa next few years.

Data at higher resolution are usually not availabhirm of a harmonized layer covering
Europe as a whole. Furthermore, in most cases ithea@single provider of the data, with
may be the exception of distributors of satelliteges. Typically, the tasks of identifying
relevant data and sources and integrating suchintata useable format have to be carried
out by the user of the data. Annex 1 and AnnektBis report are provided to aid the user in

identifying specific data layers and providers.

2.4.1.1 Problems of data combination for integrated modelling and analysis

Harmonizing data from different sources to a sirogieerage is a time-consuming task.
Problems to overcome are the application of pra@agbarameters to a common system of
geo-referencing and matching common boundarieseMomplex is the integration of
different thematic data layers. For example, riwescommonly used as limits of
administrative boundaries. The administrative be@uigd and the river should therefore
coincide in those areas. This demand can be exdgondedministrative boundaries being

defined as in the centre of the river or locatexhglthe left or right bank.

When using data of diverse resolution and thenatitent the issue of scaling the
information becomes important. As an example, the cover of a field can be used. At a
spatial resolution smaller than the field sizerayls crop can be attributed to the field. With
lower spatial resolution the area covered by aiapanit would no longer cover a single
crop, but include a mixture of different crops. gmver is then typically given in form of a
percentage of a crop within the spatial unit. Thange in attribute assignment is non-trivial

and often necessitates a complete change in theadatysis procedure.
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2.4.1.2 Sources of detailed national and local data

Sources of detailed data include governmental @gfto research institutions and private
companies. A non-exhaustive list of national ledatia sources compiled for the FOCUS

process can be found in Annex 1 and Annex 2 ofrepert (in condensed format) and a

more complete version http://viso.ei.jrc.it/focus

It is worth noting that for some countries with éedl structure, e.g. Germany, the data source
depends not only on the thematic content, but@bsscale, since large scale data are held

and distributed by local rather than federal instins.

2.4.2 Specific thematic data layers at EU-wide extent

EU-wide data sets that are potentially valuableut® at Step 4 for pesticide exposure
assessment are presented in the following sectiiacisiding: land cover data, drainage and
river data, soils data, meteorological data, apstatlon data. Please note that these
represent a sample of specific data sets, andadility of data is changing rapidly. Refer to

Annex 2 of this report to locate data providerstfar most recent data available.

2.4.2.1 Land cover data

The primary source for EU-wide land cover data umdpe is the CORINE (CoORdination of
INformation on the Environment) Land Cover (CLC}alaet. The CORINE data set
provides uniform and comparable land cover datarfererritory of the European Union.

The CORINE land cover nomenclature is organizethoge levels. The first level (5

classes) indicates the major categories of landrcdlie second level (15 classes) is for use
on scales of 1:500,000 and 1:1,000,000; and tihe léwvel (44 classes) is used for projects on

a scale of 1:100,000. The minimum mapping un#Sdectares.

CORINE Land Cover

Classes
Level 1 Level 2 Level 3
1. Artificial surfaces 1.1. Urban fabric 1.1.1. Continuous urban fabric

1.1.2. Discontinuous urban fabric

1.2. Industrial, commercial

- 1.2.1. Industrial or commercial units
and transport units

1.2.2. Road and rail networks and
associated land
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1.2.3. Port areas

1.2.4. Airports
i&)?r,{slmnceti’o%u;?tgsand 1.3.1. Mineral extraction sites

1.3.2. Dump sites

1.3.3. Construction sites

1.4. Artificial non-agricultural
vegetated areas

1.4.1.

Green urban areas

1.4.2.

Sport and leisure facilities

2. Agricultural areas

2.1.Arable land

2.1.1.

Non-irrigated arable land

2.1.2.

Permanently irrigated land

2.1.3.

Rice fields

2.2. Permanent crops

2.2.1.

Vineyards

2.2.2.

Fruit trees and berry plantations

2.2.3.

Olive groves

2.3. Pastures

2.3.1.

Pastures

2.4. Heterogeneous
agricultural areas

24.1.

Annual crops associated with

permanent crops

2.4.2.

Complex cultivation patterns

2.4.3.

Land principally occupied by

agriculture, with significant areas of
natural vegetation

24.4.

Agro-forestry areas

3. Forests and semi-
natural areas

3.1. Forests

3.1.1.

Broad-leaved forest

3.1.2.

Coniferous forest

3.1.3.

Mixed forest

3.2. Shrub and/or herbaceous
vegetation association

3.2.1.

Natural grassland

3.2.2.

Moors and heathland

3.2.3.

Sclerophyllous vegetation

3.2.4.

Transitional woodland shrub

3.3. Open spaces with little or
no vegetation

3.3.1.

Beaches, dunes, and sand plains

3.3.2.

Bare rock

3.3.3.

Sparsely vegetated areas

3.3.4.

Burnt areas

3.3.5.

Glaciers and perpetual snow

4. Wetlands

4.1. Inland wetlands

4.1.1.

Inland marshes

4.1.2.

Peatbogs

4.2. Coastal wetlands

4.2.1.

Salt marshes

4.2.2.

Salines

4.2.3.

Intertidal flats

5. Water bodies

5.1 Inland waters

5.1.1 Water courses

5.1.2 Water bodies

5.2 Marine waters

5.2.1 Coastal lagoons

5.2.2 Estuaries

5.2.3 Sea and Ocean
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The CLC90 data were created by European Topic €emtiTerrestrial Environment Topic

Centre of European Environment Agenbyti://terrestrial.eionet.eu.iftand are distributed

by the European Environment Agency data senhtip:(/dataservice.eea.eu.int/dataseryice

The most recent version (version 2.0) of the CL@@8 updated in December, 2000. An
updated version of the CORINE land cover data isecily underway, called the CLC2000,
in conjunction with the Image2000 program (bée://terrestrial.eionet.eu.int/CLC206id
http://image2000.jrc.i}/

The extent of coverage (the EU25), numerous landrcdasses, spatial resolution (100m
and 250m raster), and temporal resolution (<5 yelalsmake this an ideal data set for EU-
wide and multi-Member State analyses. Sourcefdatdie CORINE data set are provided
by each member state, and can sometimes be acduinedndividual member states in

slightly enhanced format (vector instead of raktemat, more land cover classes, etc.).

2.4.2.2 Drainage and river data

The location of surface water across the EU is i@ for a proper examination of
potential vulnerability and the subsequent selaatiomore detailed areas of study, and for
proper interpretation of specific landscape resamid/or studies. Drainage areas
(catchments) are commonly a unit of study utilifedsurface water quality issues. For
hydrological applications the identification of drage direction in a river network is

essential.

A search for suitable river network data sets rimdethat there appears to be very few single
EU-wide layers available. National data sets rdifferent copyrights attached, are of
varying quality and, in the case of a river netwdr&ve different density of the data at the

same scale, and are comparatively expensive.

In most cases of EU-wide coverage, the rivers @atchment areas) have been derived from
elevation data. The use of elevation data atorderive a drainage data set cannot be
recommended. The reasons for this are manifoldsanidd. The resolution of the elevation
data may ignore narrow passages, which form aetootla basin. The result is a barrier in
the data with the possibility of having an artificoutlet in an area of lower elevation
elsewhere. Furthermore, in many areas the flowatémwhas been diverted from its original
position with the consequence that the drainagesydoes no longer follow the elevation

data. Other reasons for using elevation data asrtlyesource of information to identify
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catchments are artefacts caused by the digitizatiocess and an inadequate vertical

resolution to identify the flow direction in flateas.

A more satisfactory approach to the identificatbdrcatchments is the integration of
elevation data with data containing the actual flgwater. Such information can be derived
from a river network data set, and this approachideen applied to some of the presented

data sets (e.g., CCM River and Catchment database).

The Catchment Characterization and Modelling (C&Wer and Catchment database
(produced by the Agri-Environment Action managedh®y Soil and Waste Unit of the JRC

Institute for Environment and Sustainabilibgtp://agrienv.jrc.it/activities/catchmenys/

provides catchment and river segment data bas@&@m elevation data across Europe.
Under FP6, CCM developed a first version of a Esewpwide river and catchment database
for future use in environmental modeling activiti#se database corresponds to a mapping
scale of roughly 1:250 000 to 1:500,000, dependimghe region.

The European rivers and catchments database (ER&gion 1998) at scale 1:1,000,000
contains over 1500 catchments to river confluefeethe largest rivers in EEA member
states. The dataset was developed by EEA to proamatkysis using practical hydrological
units. The source of the river data set was Coliartholomew data at 1:1 million scale.

(http://www.bartholomewmaps.cojn/

HYDRO1k (http://edcdaac.usgs.gov/gtopo30/hydro/inde.&sp geographic database

developed to provide comprehensive and consistebtibcoverage of topographically
derived data sets, including streams, drainagenbasid ancillary layers derived from the
USGS' 30 arc-second (approximately 1 km) digitalation model of the world (GTOPO30,
http://edcdaac.usgs.gov/gtopo30/gtopo30.asp

In some cases, the river network is part of a neatensive set of line data, which
increasingly concentrate on the transport infrastme. While the number of data providers
would seem to be extensive, the base data layens &eoriginate from few sources. Some of

the data sets on offer originate from the same date

Digital Chart of the World (DCW)- Data from the DCW is freely available on theshniet.
It ties in with the 30” (1km) DEM data availabledngh NIMA and other sources. Other data

relate more or less directly to the DCW. GeoComiowa a direct download of some layers

2 Now: Vector Map Level 0 (VMAP) http://164.214.2/Bublications/vmap0.html
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by country from their web site. Global Insight prats a modified data set as a largely

improved product and replacement for the DCW.

EuroData (Bartholomew) - The company provides afean multi-layer data set in vector
and raster data. The data were used by the ERIGj&qirin the generation of their river
basins. It should be pointed out that the prod&cirémaps on CD” is not identical to the
EuroData layers. Although there is no differencerice, the latter are up-dated first and

should be used in preference.

AA Automaps (Maplinfo)} The road maps contain several separate data |ayerdata
provider offers the river network layer as a sefgapaoduct on demand. The data have been

used by ADAS, UK and were found to be satisfacforytheir purpose.

There are three other providers of combined dataveiéh European coverage (AND
Mapping, ESRI and MaplInfo). There seems to be alesemblance between the data sets.
ESRI gives as source for their ArcEurope data astimpany AND Mapping B.V.

According to TeleAtlas the company AND Mapping Bi¥ one of their partners. The source
of the Cartique® product from Maplnfo is not refeced. However, a look at sample data
from AND Mapping and Cartique® strongly indicateaittboth use the same river network

data.

2.4.2.3 Soils data

The most commonly used comprehensive soils dathaespans the EU is the European Soil

Data Base (v1.0) which consists of a number ofluetas:

« the Soil Geographical Data Base of Europe at Scal@00,000 (SGDBE), which is

a digitized Eurasian soil map and related attribute

« the PedoTransfer Rules Data Base (PTRDB) whichsh@ldumber of pedotransfer
rules which can be applied to the SGDBE,

« the Soil Profile Analytical Data Base of Europe AEBE),
< and the Database of Hydraulic Properties of Eunoj@ils (HYPRES).

Version 2 extends the coverage to include Eurabie data are produced through the Soil &
Waste Unit, European Soil Bureau Network, InstifioreEnvironment and Sustainability,

Joint Research Centre of the European Commiskithy:{eusoils.jrc.it.
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One of the most useful meteorological databasfseris the Monitoring Agriculture with

Remote Sensing (MARS) prograimttf://mars.jrc.it). This data set contains historical daily

weather observations from several hundred metegiaabstations across Europe from 1975
— 2003 (depending on stations). The spatial exiktitis data also includes coverage of the

new EU member states. The data are interpolatadbfx 50 km cell grid structure.

72.4.2.5 Digital elevation data
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Elevation data is a fundamental base layer to & wadge of applications, for example
delineation of catchments, soil erosion assessorestop suitability evaluations. Sources of
the data are variable; some are derived from #etethages and remotely sensed data, and
from digitised topographic maps. At higher resauos aerial photos and laser are used.

There are several data sets containing elevatitanvdigh European coverage.

The National Imagery and Mapping Agency of the Wrdw called National Geospatial-
Intelligence Agency, NGA), holds elevation datafwost parts of the world at various
resolutions, ranging from 30m to 1km. Interestingducts are DTED Level 1 and Level 2
having a resolution of 3 arc seconds (approx. 9@my,1 arc second (approx. 30m),
respectively. Access to the 1 arc second dataiseter, restricted. For continental
applications the "Global 30-Arc-Second Elevatiortd8et", referred to as GTOPO30, is also
suitablé. The data for Europe originates from the "Digifatrain Elevation Data" (DTED
Level 0) and the "Digital Chart of the World" (DCW)

The Shuttle Radar Topography Mission (SRTM) isiatjdlASA-NGA (National Geospatial-
Intelligence Agency) partnership. USGS EROS Datat€g EDC) distributes and archives
SRTM data for NASA in accordance with policy guidek set forth by NASA-NGA
(http://srtm.usgs.goy/ The non-US SRTM data are 3 arc second (90mjutso data and

will be available for online download.

The EuroGeographics organisation was formed byrgenef CERCO (Comité Européen
des Responsables de la Cartographie Officielle)MBGRIN (Multi-purpose European

Ground Related Information Network) 2000. The vsékt contains a list of data layers to be

® http://edcwww.cr.usgs.gov/Webglis/glisbin/guidéghs/hyper/guide/gtopo_30

* http://www.eurogeographics.org/
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developed at scale 1:1million (EuroGlobalMap) ahdcale 1:250,000 (EuroRegionalMap).
While the availability of DEM data through EuroGeaghics is not clear, the site is useful
through its links to National Mapping Agencies.

An extensive catalogue of DEM data was compile@®bgittings, University of Edingburgh,
U.K.> The catalogue concentrates on data rather thpedifis category of providers. Yet,
data from private companies are not well preseritachermore, the list was last up-dated in
January 1997. Several entries have changed sianewhith data being no longer available or

being held by different institutions.

National Mapping Agencies offer very diverse praduat largely different prices. For
example, the only official DEM for Ireland uses 1ignd spacing. DEMs for some countries
can only be obtained through agencies of militastallations or with written consent of the
Ministry of Defence (e.g. Finland, Greece, Italyivph DTED Level 1).

A compilation of providers of DEM data is givenAppendix A2. The list contains private
companies, public institutes and national admiatgins, depending on the country and, in
some cases, the region of a country. It shoulddbedtthat only those prices were included in
the table, which are publicly available from proddescriptions. In some cases, discounts for

volume data orders are available.

182.4.3 Multi-layer data sets
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Several general datasets are also available &Uhside level. These data sets contain

multiple layers, each representing various ‘themes’

Bartholomew publish vector and raster maps at various scaegjng from street maps to
global data sets. Data can be provided in varicas data formats or projections for input
into geographical information systems, desktop rnrappnd other applications. (see also

http://www.graticule.com/MapData/Bartholomew.Nhtm

An interesting data set with pan-European coveisijee data set "Europe 1:1,000,000

Data". The data set covers the whole of Europe ftwrAtlantic Ocean to the Caspian Sea

> Digital Elevation Data Catalogue: http://www.gehae.uk/home/ded.htmi

® http://www.bartholomewmaps.com/index.html
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and from the Mediterranean Sea to the Arctic Ockancludes all of the European Union

(EC), western Russia, Iceland, the Canary Islandglze Azores.

Included are administration boundary changes,lp iiudlexed gazetteers of over 77,000
towns and 3,000 mountain peaks, and an overviegr kafycountry boundaries (from the
Bartholomew 1:20M database). Some of the thendatia layers of interest include:
administrative layer, contours and bathymetryirdrge: permanent and impermanent,
roads, major built-up-areas, woodland, water: légoon, marsh, glacier, etc., lines with

river names.

The Digital Chart of the World (DCW) is an Enviroantal Systems Research Institute, Inc.
(ESRI) product originally developed for the US Defe Mapping Agency (DMA) using
DMA data. The DCW 1993 version at 1:1,000,000 seale used. The DMA data sources
are aeronautical charts, which emphasize landmiamsrtant from flying altitudes. Note
that the completeness of the thematic categoresept in each layer will vary. Some of the
thematic data layers of interest include: populgiedes, roads, drainage, land cover, ocean

features, physiography, transportation, and veigetat

Vector Map (VMap) Level O is an updated and imprbversion of the National Imagery and
Mapping Agency's (NIMA) Digital Chart of the Wor[@CW®). The VMap Level 0
database provides worldwide coverage of vectorébgsespatial data, which can be viewed
at 1:1,000,000 scale. It consists of geographidpate, and textual data stored on compact
disc read-only memory (CD-ROM). The primary souimethe database is the 1:1,000,000
scale Operational Navigation Chart (ONC) serieprmmuced by the military mapping
authorities of Australia, Canada, United Kingdomgl éhe United States (from
GeoCommunity) The thematic content of the VMAPO data set ig&milar to the one of
the DCW.

EuroGeographics is the association of the Europidional Mapping Agencies, with 40
members from 38 countries. The aim of the assaciasi to achieve interoperability of
European mapping (and other GI) data within 10g/ear

(http://www.eurogeographics.org/AboutUs/index.htm

The following pan-European datasets are plannediwently available:

” http://store.geocomm.com/viewproduct.phtml?catiBggaroductid=1194
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1 « SABE: Seamless administrative boundaries dataset orcte $: 100,000 and 1:
1,000,000, with administrative units down to NUT&Vailable (e.g, commune,

3 municipios etc).

4 e EuroGlobalMapA 1:1 million topographic dataset that is the Ewap contribution

5 to the Global Map project. The database cont&ieddllowing six themes:

6 Administrative Boundary, Hydrography, TransportatiBuilt-up Areas, Elevation,

7 Named Location.

8 * EuroRegionalMap A 1:250,000 scale topographic dataset. The databdls

9 contain the following six themes: Administrative Balary, Hydrography,
10 Transportation, Built-up Areas, Elevation, Namea&iion.
11  GISCO is the Geographic Information System forEaeopean Commission. Originally
12  conceived as a prototype GIS cell that would sarwede spectrum of users and uses, the
13 GISCO project has developed a service-oriented msine, namely in geographical database
14  development, thematic mapping, desktop mappingd@sskmination of data. The data set
15 contains 6 groups of basic topographic layers atigihatic layer groups. Most data are
16 available at scale 1:1 million or smaller. Basipdgraphic data includes: Administrative
17  Data, Hydrography, Altimetry, Infrastructure, angpport. Thematic data include:
18 Community Support Frameworks, Environment, Indasffhemes, Infra Regional Statistics,
19 Land Resources, Nature Resources, and World Data.
20 The United Nations Environment Programme GRID dadalis maintained for the purpose of
21  assisting the international community and indivichetions in making sound decisions
22  related to resource management and environmemtahplg, and where applicable providing
23 data for scientific studies. Within the overall GRhetwork, GRID-Geneva focuses on the
24 acquisition or creation, documentation, archive disdemination of Global and European
25 digital geo-referenced environmental datdty://www.grid.unep.ch/data/index.phpGRID
26 thematic data include&tmosphere, Biodiversity, Boundaries, Climate, Bgotal/Life
27  zones, Human related, Hydrology, Land Cover, Océ&a8eas, Physical Geography, Soils,
28 and Vegetation index.
292.4.4 Initiatives supporting trans-boundary data compilation
30  While there are numerous organizations and prizatepanies collecting and distributing
31 data there are also initiatives, which do not cdengata directly, but support such efforts at
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national and international level. The principaliatives related to the collection and
provision of spatial data for landscape analyststaiefly presented hereafter. The purpose
IS not to provide an exhaustive project descriptiad inventory, but to simply give the

reader a starting point in which to investigatesthimitiatives further.

Current initiatives described include:
* INSPIRE (Infrastructure for Spatial Informationkurope)
 Water Framework Directive

» EUFRAM (Probabilistic approaches for assessingrenmental risks of

pesticides)

* SAGE (Service for the Provision of Advanced Gefmimation on

Environmental Pressure and State)
* GINIE (Geographic Information Network In Europe)
* Agri-Environment Action

» Catalogue of European Spatial Datasets
2.4.4.1 INSPIRE?® (Infrastructure for Spatial Information in Europe)

INSPIRE is a recent initiative launched by the E@an Commission and developed in
collaboration with Member States of the Europeaiolland accession countries. It aims at
making available relevant, harmonised and quaktyggaphic information to support
formulation, implementation, monitoring and evalaatof Community policies with a

territorial dimension or impact.

The INSPIRE initiative intends to trigger the cieatof a European spatial information
infrastructure that delivers to the users integtatgatial information services. These services
should allow the users to identify and access apatigeographical information from a wide
range of sources, from the local level to the diddeel, in an inter-operable way for a

variety of uses. The target users of INSPIRE inelpdlicy-makers, planners and managers at
European, national and local level and the citizam$their organisations. Possible services
are the visualisation of information layers, overtd information from different sources,

spatial and temporal analysis, etc.

® http://inspire.jrc.it/home.html
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The spatial information infrastructure addressdh bechnical and non-technical issues,
ranging from technical standards and protocolsamigational issues, data policy issues
including data access policy and the creation aaithtenance of geographical information

for a wide range of themes, starting with the esruinental sector.
2.4.4.2 Water Framework Directive®

The objective of the Water Framework Directive (WH®to establish a Community

framework for the protection of inland surface wateransitional waters, coastal waters and
groundwater, in order to prevent and reduce paoliytpromote sustainable water use, protect
the aquatic environment, improve the status of gjeaosystems and mitigate the effects of

floods and droughts.

Under this Directive, Member States identifiedth# river basins lying within their national
territory and assigned them to individual riveribadistricts. River basins covering the
territory of more than one Member State were agsido an international river basin district

and a competent authority was designated for ebtiteaiver basin districts.

At the latest, four years after the date of entty force of this directive, Member States
must complete an analysis of the characteristieaoh river basin district, a review of the
impact of human activity on the water, an econoamalysis of water use and a register of
areas requiring special protection. All bodies atev used for the abstraction of water
intended for human consumption providing more th@m3 a day as an average or serving
more than 50 persons must be identified. The desticharacterisation is due at the end of
2004.

EUFRAM™ (Probabilistic approaches for assessing enviroteheisks of pesticides)

The main work of the EUFRAM project will be done &ygore partnership of 27

organisations from government, industry and acadgeanid comprises three main parts.

° Directive 2000/60/EC of the European Parliamet @nthe Council of 23 October 2000,
establishing a framework for Community action ie field of water policy [Official
Journal L 327, 22.12.2001].
http://europa.eu.int/scadplus/leg/en/lvb/128002M. ht

19 http://www.eufram.com/index.cfm
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Development of a draft framework of basic guidafweisk assessors. The topics to

be addressed include:
o role and outputs of probabilistic assessments
0 methods of uncertainty analysis
0 probabilistic methods for small datasets
0 how to report and communicate results
0 how to validate probabilistic methods
0 how to improve access to existing data
0 requirements for probabilistic software and databas

The framework will also include case studies ofbatuailistic risk assessment,
showing how the methods can be applied to assesspagts of pesticides on
terrestrial and aquatic organisms. The first doathe framework will be published
at the end of 2004.

End-user testing. In 2005-2006, the draft framewsitkbe subjected to extensive
testing and refinement. A series of three workshwiidoe organised for potential
users, who will be encouraged to trial the framéwnrtheir own organisations.
Feedback from the users will be used to refindrdmmework, and it is intended that
the final version will be suitable for adoptionstandard guidance at the European

level.

Public network. At the start of the project a palsietwork will be established to
share information about research needs, ongoirjggisoand future activities related
to the continuing development of probabilistic noett for pesticides. This will help
to prioritise outstanding research needs, andawmitiourage initiatives aimed at
addressing those needs. The network will also bd tsdisseminate progress

reports and outputs from EUFRAM itself. The palietwork is open to everyone.
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2.4.4.3 SAGE™ (Service for the Provision of Advanced Geo-Information on

Environmental Pressure and State)

The "Service for the Provision of Advanced Geatnfation on Environmental Pressure and
State" (SAGE) offers a comprehensive product pbeotto serve the demands coming from
the European Water Framework Directive (WFD) aredupcoming regulations of the

Thematic Strategy on Soil Protection (usually nefdrto as Soil Thematic Strategy (STS)).

Public and private partners together have estalisiore services addressing basic geo-
information needs of the environmental communityeyl serve as the basis of customised

end-user applications supporting the national andllimplementation of the WFD and STS.

All SAGE products have been approved as fulfillihg monitoring requirements of all
European partner agencies, labelled as provenamatidy independent scientific reviewers,

and designed for efficient implementation by thevee provider team.

As the SAGE services are designed in an open amdlaroway, many other European
environmental and planning authorities will be alol@rofit from the SAGE products as

well.

(Description taken from web site fatp://www.gmes-sage.infp/

2.4.4.4 GINIE" Geographic Information Network In Europe

GINIE is a research project funded by the Inforamatsociety Technology Programme of the
EU for the period November 2001- January 2004pdisners are EUROGI, the European
Umbrella Organisation for Geographic Informatidre Open GIS Consortium Europe
representing the Geographic Information (GI) indyghe Joint Research Centre of the

European Commission, and the University of Sheff{€loordinator).

The aim of the project was to develop a deeper nstateding of the key issues and actors
affecting the wider use of Gl in Europe, and aftitela strategy to promote such wider use
that is consistent with major policy and technotagidevelopments at the European and
international level. Close attention has been paithe role of Gl in supporting European

policies with a strong spatial impact (agricultuegional policy, transport, environment), e-

Y http://www.gmes-sage.info/

12 http://www.ec-gis.org/ginie/
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government, the re-use of Public Sector Informatsomd the recent initiative to develop an

Infrastructure for Spatial Information in Europ&8PIRE).

To achieve its objectives, the project has orgah#sseries of specialist workshops,
commissioned analytical studies, collected numeoage-studies of Gl in action, and
disseminated widely its findings across Europelaynd. Through its activities GINIE has
involved more than 150 senior representatives fratastry, research, and government in 32
countries, and contributed in building the knowledgcessary for an evidence-based
geographic information policy in Europe. The projeesented its findings to a high-level
audience of senior decision makers in governmesgarch and industry at its final
conference in Brussels in November 2003. Full teetmd all the project reports are

available in the documents section of this site.

(Description taken from web site faitp://www.ec-gis.org/gini¢/

2.4.4.5 Agri-Environment Action™

Members of the the Agri-Environment Action work tre following issues:

< Integration of spatial information layers at diffat scales for the estimation of land
cover change in rural areas. The work consiste@ftethodological development of

tools for the implementation of a sustainable Edcadfural policy.

« Monitoring and modeling of European landscapeduiing the test of selected

pressure indicators over European landscapes.

« Further development of a European river and catahoietabase (CCM) at
intermediate scale (1:250,000 to 1:500,000) in supp environmental reporting

activities of DG Environment and EEA.

e Making available JRC'’s expertise and competenceiiderstanding the linkages
between agriculture and environment, with particelaphasis on the spatial

component.

(Description from web site &ittp://agrienv.jrc.it/activitied/

13 http://agrienv.jrc.it/activities/
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2.4.4.6 Catalogue of European Spatial Datasets™

In order to facilitate a more effective accesdipitif European spatial datasets, an assessment

was carried out by the GeoDesk of the WUR to idgiind describe key datasets that will be
relevant for research carried out within WUR and RIN'he outline of the Metadata
catalogue European spatial datasets, the claggificaf the datasets and the use of specific
standards, is based on the work which was be dptleebiINSPIRE (INfrastructure for

SPatial InfoRmation in Europe) initiative. The afijee of the report is that it can speed up
the process for identification of suitable datasketsng the following steps: - to inform on

the existence of European spatial datasets thad beurelevant for a specific project; - to
evaluate if a dataset will be suitable by explotimg metadata; - to indicate if a relevant
spatial dataset is available and give directions ti@an be obtained. (Abstract of report,
Willemen et al., 2004).

2.4.5 Identification of data gaps

The discussion of the suitability of spatial datal demands on data properties are strongly
related to the particular use of the data withiraasessment, and the precision and scale of
the conclusions which are to be drawn from thel fieaults. Some fundamental theoretical
investigations are available about the dependehpeecision, resolution, accuracy of data
bases and the accuracy of the results after usenddta in projects of considerable
complexity (e.g. using various datasets, simulatmaels, conservative assumptions, etc.),

yet applied guidance for particular practical ditwass is hardly available.

As a principle rule of thumb, the resolution andwacy of the data should fit into the

overall accuracy and scale of the approach (orthebof sub-processing steps of more
complex evaluations respectively), comprising @agious data sources, substance properties,
product use data, model and submodel assumptindgha conclusions drawn (e.g.

mitigation measures).

Conservative (‘realistic worst case’) assumptioas eplace a lack of actual information
(data) and hence should guarantee the overall n@tse character of the estimated
exposure (e.g. use of spray drift deposition valaeasured on turf (or bare soil) not on

water body surfaces, a water body depth of onlgr8@vhich represents a potential habitat

“ http://www.alterra.wur.nl/
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for the most sensitive species (e.qg. fish), alinkens spraying at the same time within a

landscape, wind blows toward the water body, neri@ning vegetation, etc.).

Looking at the spray drift entry route of plant fgction products into water bodies, the
distance (edge-of-the-field to water body) is aondriving landscape factor of potential
exposure of aquatic habitats. As the potentiat deposition significantly decreases over the
first 30 metres from the treated field, high-resioln measurements in the landscape are
necessary to reasonably calculate the potentifildénposition with distance. Such spatial
databases, describing the high-resolution field:der body distances are generally not
available. For example, examining a 1:25,000 sdataset on land use/cover (e.g. the ATKIS
DLM/25 dataset of Germany), the given land use gaig do frequently directly border on
the water body edges (i.e. distance = Om). Thi®ighe case in reality as evaluated by
different authors using aerial imagery or field @bstions. Using this database without any
validation would lead to strong underestimationsdistances and would lead to drift

deposition values greater than those in reality.

More realistic measurements for the distances eakebived using high-resolution remote
sensing data (e.g. aerial imagery, IKONOS, RapidEte). From this example it can be
concluded that ready-to-use spatial datasets daravadable to quantify an important
landscape factor covering significant regions in Bbwever, the required real-world
information can belerivedusing readily available, up-to-date data (e.g. h&golution

remote sensing data). An analogous conclusion eairdwn for the identification of
intervening vegetation reducing spray drift or riindherefore, in the discussed example the
principle demand for distances and land cover @drivom high-resolution data leads to the
demand for an increase of the operability to dem@tevant landscape information from high

resolution and up-to-date remote sensing imagery.

Local environmental conditions affecting potengatries of plant protection products into
water bodies due to runoff are discussed in tipsnte Correspondingly, local data on the
land use/cover, weather, soil properties, compgwsitif buffers, slope, etc. are principally
required in high resolution and up-to-date, in otdeémprove Step 3 edge-of-the-field
modelling. For the majority of the investigatiohe tperfect combination of datasets will not
be available. Nevertheless, using alternative waykerive the necessary data or by making
reasonable conservative assumptions for data vémelkeurrently not available (‘data gap’),
more realistic input for Step 3 scenarios can bevee for specific questions using the

currently available databases (e.g. databasesablaibn Member State level).
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The local or regional data on the presence, typa canstitution of drainages demonstrates a
clear lack of information for refined Step 3 drageacalculations. Although the detailed data
Is not readily available, reasonable assumptiomguwsvailable geodatabases allow
approaches the get more realism into Step 3 medebsios: land use information, data on
the presence of water bodies, weather data angremérty data can be combined to
conservatively conclude scenario improvements tar®rive more realistic assessments on

potential entries of plant protection products witer bodies due to drainage.

A considerable data gap on local environmental itmms is given for characterisation of the
water bodies. Currently available databases on Me8tate level are mainly derived from
topographic maps and do not contain the spectruonagferties which would significantly
increase the prediction of local PECsw, e.g., dudilution and dispersion, or regarding the
consideration of environmental fate of the substano the aquatic system. Although in a
few of the available geodata bases some categonsatmade about the size or type of a
water body, principle gaps of information are abibetwater body width, depth (volume
with time), flow, sediment, bank, substrate, walants, ecological description, etc. The
development of these data could significantly iasesthe realism of PECsw/sed, and hence
the aquatic risk assessment. Although the demaritiéomentioned information on water
bodies is obvious, even better data and charaatenms should fit in the overall precision
and goal of the exposure and risk assessment,|hasaésk management and authorisation:
The risk assessment principally aims at proteatiog-target populations of entire PPP use
regions and the authorisation has to be validéayd regions and valid over long periods of
time. Therefore, exaggeration of the demands a@n{#tic) precision and accuracy of local
data in space and time does not necessarily entia@aerall basis for decision making. It
IS not the data that is needed to predict a loE&$ for “Thursday afternoon, 19. May”,
instead, it is the data which allows a locally itéd but still conservative, and most of all
robust, estimation of potential exposures of aguadbitats, which results in a realistic worst
case evaluation for entire use regions over lomgpg@e. Hence, an “intelligent simplicity”

should guide the demand for resolution, precisému, accuracy of the data.

In case more detailed data on the aquatic systeoante available, refined characterisations
of the environmental fate properties of substamtesal aquatic systems can be applied. At
present, experiments (e.g. photolysis, degradagidsorption, etc.) are principally performed
in the lab, using artificial systems, which aim mat a principle demonstration of fate routes
and dissipation, than in putting these propertiesointext to natural aquatic systems (e.g.,

using simulation models).
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To summarize, it can be stated that harmonisediprid-date ready-to-use key databases of
appropriate resolution and accuracy are still toléesloped. An overview is given in Table
2.4-2 below, which tries to put potential data gapsontext. The demand for ideal geodata
should be taken as a challenge for further devedopsnof databases and data processing
methods, and should not be read inversely (in otloeds, saying that Step3 improvements

using geodata should not wait for the final pertiatia point).
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Table 2.4-2: Overview of potential data gaps and al

for refined step3 model calculations

ternative ways to derive relevant information

Landscape Data base Ready-to- Alternative Remark
Factor use ways to
availability derive
appropriate
information
crop — water body high resolution large low high high resolution remote
distance scale land use, land sensing data available and
cover data; hydrology affordable; considerable
processing cost due to low
automation
composition of high resolution large low high high resolution remote
buffer with respect scale land use, land sensing data available and
to functional cover data; hydrology affordable; considerable
properties to processing cost due to low
reduce spray drift automation
or runoff
soil properties medium scale soil medium low most relevant for runoff
database on soil and drainage calculations;
properties, only available at Member
differentiated by land State level at best
use
water body width hydrology medium low standard topograpic
database often includes
categorised width classes
water body depth hydrology low low due to the temporal
®) character of the water
volume demands should
not be exaggerated
water body hydrology low low important e.g., for actual
physico-chemical environmental fate of
properties substances and ecological
charactersation
water body hydrology low low important e.g., for actual
sediment layer environmental fate of
substances and ecological
charactersation
water body plants hydrology low low spray drift deposition,
runoff, environmental fate,
ecology
water body hydrology low low PECsw, environmental fate
geometry
drainage drainage map low medium local information on
presence, type,
constitution of drainage
pipes
ecological data, local data on actual low low presence of species,
habitat quality ecological constitution recovery, migration
or potential habitat
quality
slope elevation, slope medium medium potential runoff entry; need

detailed elevation data for
local slope calculation
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From the table above some points for further reteean be easily derived, e.g. in the field
of reasonably improving the characterisation ofevébdies, the development of GIS- and
Remote Sensing methods to make up-to-date datbila{and affordable), and on the better

fit of environmental fate studies with real natusaénarios.
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3 REVIEW OF ECOLOGICAL CONSIDERATIONS AT THE LANDSC APE
LEVEL

Introduction

This chapter provides an overview of the curreatesof-the-art concerning the potential
implementation of ecological approaches to aquéaticassessment of plant protection
products (PPPs) at the landscape level. Althougjmein-tier effects assessment in the EU has
developed significantly over the last decade, reckanges in surface water exposure
assessment resulting from the implementation oFtBEUS scenarios mean that it is timely

to review the integration of the effects and expesassessment at the higher tier.

In the first section of the chapter (3.1), an ow®mwis provided of the current approach to
aquatic risk assessments under 91/414/EEC. Thississ protection aims and the
legislative background, describes the currentaisdessment process, and reviews the
implications of the recent changes that have bestento surface water exposure scenarios
via FOCUS.

At present, the ecological characteristics (abiaftid biotic) of the surface water scenarios
are not well described. The development of thigrination could potentially be used in the
future to refine both the exposure and effectsssssent. Existing data and tools for such an
approach are briefly reviewed in Section 3.2. Hbase factors may influence the effects and

exposure assessments is then discussed in Se8t®and 3.4 respectively.

Finally, moving to the landscape level providesapymnities for considering recovery
potential, both internally (from within the watesdy of concern) and externally (from
neighbouring waters). Potential approaches foeliging these techniques have been

reviewed in Section 3.5.
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3.1 Legislative Background and Protection Aims

3.1.1 In the context of Directive 91/414/EC (EU, 1991)

Whilst Directive 91/414/EEC provides for the prdten against unacceptable effects from
pesticides on the aquatic environment, it doespetify to the full extent what constitutes
an unacceptable influence. The Guidance DocumeAomtic Ecotoxicology (Document
SANCO/3268/2001) notes that the sustainabilityaiydations of non-target organisms
should be ensured, and that structural and furaitiendpoints should be regarded of equal

importance.

Some discussion of acceptability of effects is ted by Brock & Ratte in the CLASSIC
guidance document (Giddings al.,2002). The criteria proposed for acceptabilitgfiécts

are summarised in Table 3.1 below

Table 3.1 Criteria for acceptability of effects to non-target aquatic organisms
(Giddings et al., 2002)

No decrease in biodiversity.

This concerns negative effects on:

Overall species richness and densities (expressed e.g., as the number of taxa, diversity indices -or
scores of multivariate techniques- for the total community or for taxonomic or functional groups).

Population densities of ecological key species (i.e. species that play a major role in ecosystem
performance, productivity, stability, resilience), e.g.,

- species that are critical determinants in trophic cascades (e.g. piscivorous fish; large cladocerans);

- species which are “ecological engineers” i.e., those that have a large influence on the physical
properties of habitats (e.g. rooted submerged macrophytes).

Population densities of indicator species
- species with a high “information” level for monitoring purposes;
- species protected by law and regionally rare or endangered species).

No impact on ecosystem functioning and functionality
This concerns negative effects on:

Water quality parameters (e.g. increase of toxic algae; oxygen depletion);
Harvestable resources (e.qg. fish);

No decrease in perceived aesthetic value or appearance of the water body such as:
Disappearance of species with a popular appeal (e.g. dragonflies; water lilies).
Visual mortality of individuals of fish, frogs, water fowl and other vertebrates.
Symptoms of eutrophication (e.g. algal blooms).
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3.1.2 In the context of Directive 2000/60/EC (EU, 2000)

The Water Framework Directive (2000/60/EC) aimadhieve “good status” for European
surface water. “Good status” is determined by leathiogical and chemical criteria (Table
3.2). Good ecological status implies that the whtety meets both biological and physico-
chemical criteria to permit the long-term viabildf aquatic organisms. For plant protection
products, the aim is to produce chemical qualiyndards which will permit good ecological
status to be achieved both from peaks of exposnagi(num acceptable concentrations) and
from longer-term exposure (environmental qualignsiards). This approach to ecological
status is thus broadly consistent with the requerisiunder Directive 91/414/EC since it

refers to maintaining both structure and functibaguatic ecosystems.

Table 3.2 Biological and physicochemical criteriaf  or a "good status" in the context of the Water

Framework Directive

The values of the biological quality elements (i.e. composition and abundance of aquatic flora including
phytoplankton, benthic invertebrate fauna and the composition, abundance and age structure of fish
fauna) show slight deviation from reference conditions, thus meaning low levels of distortion resulting
from human activity.

The levels of the general physico-chemical quality elements (i.e. oxygen concentration, temperature,
acidity, salinity) do not exceed the range ensuring ecosystem functioning and the achievement of the
values associated to biological quality elements at good status.

The concentrations of specific synthetic and non-synthetic pollutants should not be in excess of the
standards set in accordance with the procedure detailed in section 1.2.6 of the directive without
prejudice to Directive 91/414/EC (EU, 1991) and Directive 98/8/EC (<EQS) (EU, 1998).

The biological status of a water body is assessed through the comparison with a reference biological
status in an ecological quality ratio (EQR) 15. The reference biological status may be either determined
through monitoring studies or predicted from modelling based on hydro-morphological criteria.

3.1.3 Definition of Water Bodies for Protection

The broad aims of Directives 91/414/EC (EU, 1991 2000/60/EC (EU, 2000) are

consistent in that both aim to ensure the long-taahility of aquatic ecosystems. These

!> Guidance on establishing reference conditionsemadbgical status class boundaries for
inland surface waters. Produced by Working gro@sReference conditions for
inland surface waters (REFCOND), Final versionApGil 2003.
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requirements are provided with no distinction amasader bodies i.e. without taking the type
(e.g. static or running water), location in thedacape, relative sensitivity of the aquatic
system (e.g. resilience capacity) or even "econatatus"” of the water body into
consideration. However, at present there is nslatye instrument that allows these
differences to be taken into account. Even if ése so, transposition to the field would

require important practical developments.

As far as the sensitivity of aquatic ecosystenoiscerned, a reasonable approach would be
to develop different levels of protection accordinghe resilience of the water body under
consideration. However, this implies that levdlpmtection are defined considering
ecological aspects at the scale of the water batlplso considering its connectivity at the

scale of the landscape, which may finally changefan ecological case to another.

Subsequently, all surface water is treated sirilarl

3.1.4 Current risk assessment process

Directive 91/414/EC (EU, 1991) requires that “risfsunacceptable effects for the
environment are assessed” before any authorisatiarproduct is granted. It is further stated
that“since the evaluation is based on a limited numbilerepresentative species, it shall be
ensured that use of the plant protection produgsdaot have any long term repercussions

for the abundance and diversity of non-target speci

In order to meet these requirements, risk assessmeammonly based on “worst case”
ecotoxicity and exposure assumptions coupled wighuse of uncertainty factors. The
ecotoxicological profile of a plant protection pumd is determined from the studies that are
required in Annexes Il and Ill of the Directive. bhief description of the risk assessment

process under 91/414/EC is described below angriteess is summarized in Figure 3.1.
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Figure 3.1 Overview of the Aquatic Risk Assessment Process Subsequent to the
Recommendations of the FOCUS surface water scenario s report and EU Aquatic Ecotoxicology
Guidance Document (SANCO 3268 rev. 3, 2002). NB In practice, results from higher-tier effects

assessments could be compared to Step 3 calculations, and similarly results from Step 4

exposure calculations could also be compared to lower-tier effects assessments

= Exposure Effects Risk
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7 . . =
2 1 to several PECs Fish (2). Daphnia TERa;: - 100
< Static 30 cm water body acute, TERch =10
= green algae Pass
iz .
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o E Range of options from (sensu HARAP) Case by case
2 2 || simple to complex Additional species Inclusion of
- @| ~ - p 1 -
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T - Micro- & mesocosms

3.1.4.1 Effects Assessment

The standard ecotoxicity package generated for RiRRglesDaphniaacute (48 h median
effective concentration EC50) and chronic (21 dhserved effect concentration NOEC),
two fish acutes including a coldwater and warmwapscies (96 h median lethal
concentration LC50), fish chronic (28 — c. 60 d N&3frand algal toxicity tests (72-120 h
EC50s). The exceptions to this are:

» for compounds which dissipate very rapidly (medigsipation time, DT50, in the
water phase in water-sediment systems <2 d), wttemnicDaphniaand fish

studies are not required;
» for herbicides where tests with a second algalispeamnd_emnaare also required;

« for insecticides where testing @hironomusamay be required.
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Tests are often required with the formulated prodmc under special circumstances they

may also be required for metabolites.

These studies aim:

* to provide toxicological thresholds for organisrapresenting sensitive species
from three trophic levels, namely predators (fis@gondary consumers
(invertebrate species) and primary consumers (f)ga€hresholds for these

species are also used in the classification process

» to identify the most sensitive group of organisorswhich the risk assessment for

aguatic ecosystems should be based.

3.1.4.2 Risk Assessment

The maximum predicted exposure concentration (PECimahe edge of field water body
derived from the FOCUS surface water models is f@edomparison to the acute toxicity
data. If appropriate to the mode of action (se.Jong as effects do not occur close to the
onset of exposure as for example with some regpirahibitors), time-weighted average
concentrations (PECtwa) of a duration appropriatiné test duration are calculated for
comparison to chronic exposure concentrations. digspation measured in laboratory
water-sediment fate studies is typically used tapeterise the calculations of time-

weighted averages.

In the acute risk assessment, toxicity values (ICEEs) are divided by the PECmax to derive
an acute toxicity exposure ratio (TERac) and cloetNDECSs are divided by the PECtwa (if
appropriate) to derive a chronic toxicity expostato (TERch). If the TER is <100 for

acute fauna studies, or <10 for chronic fauna esudnd studies on plants, further evaluation
of potential risks is triggered. In essence théans that uncertainty factors of 100 (for acute

endpoints) and 10 (for chronic endpoints) are &plpid the standard data package.

Under 91/414/EEC, algal studies are consideree tchibonic studies because they include
many generations of the test organism, and the EC88ed as the effect endpoint. This
approach has recently been validated in a detegdgdw by Brock et al. (2000a), who
compared the results of mesocosm studies on heésieiith predictions of effects based on

laboratory toxicity data (including the uncertaifégtor of 10). Brock et al. found that the

' and the in case of herbicides, macrophytes
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laboratory risk assessment criteria under 91/41@/EE., use of EC50 and an uncertainty
factor of 10) provided sufficient protection of @fts observed in mesocosms from the uses
of herbicides. A similar validation of the Tiem$sessment scheme for insecticides has also
demonstrated the robustness of the approach (Exoak, 2000b).

3.1.4.3 Higher-tier Assessment under 91/414/EEC

There is a range of possibilities for refining #féects assessment if evaluations indicate that
there are potential concerns. These are desdritthé HARAP (Campbell et al., 2000) and
CLASSIC (Giddings et al., 2002) guidance documerigtther definition of the
implementation of higher-tier studies into the RRBIuation process is also included in The
Guidance Document on Aquatic Ecotoxicology (SANCXBE, 2002). The range of higher-

tier options included in these documents is sunsedrbriefly below.

Single species studies

The testing of additional species from taxonomimugs identified as being of potential
concern may allow the reduction of the uncertafatfor applied in the preliminary
assessment by up to a factor of 10 (i.e., the achHR trigger may be reduced from 100 to a
minimum of 10), recognising that species sensitiigta key uncertainty in the preliminary

assessment and the availability of additional sgsedata reduces this uncertainty.

Species sensitivity distribution (SSD) approachresadso gaining wider acceptance as a
method of refining the effects endpoints. By raugkioxicity values and plotting them as
cumulative percent rank versus LC/EC50 on a lograbiplot, the distribution of
sensitivities of organisms can be described. dhigibution can then be used to predict a

concentration which will have low effects (typigathe lower 10th or 5th percentile).

Modified exposure studies (which mimic the dissipaibf the compound, rather than
maintaining exposure concentrations as in stanstaitles) may be conducted if studies have
identified that a particular group of organismatisisk, and dissipation data suggest that
standard laboratory studies may overestimate gatezifects under field conditions. In

these studies, exposure is modified either by thiitian of sediment or by simulating the
dissipation profile of the compound using a vaisftdw dosing rig. The effects endpoints
derived (usually demonstrating lower toxicity thtae standard maintained exposure studies)

may then be used in place of the endpoints genktnatgtandard tests in the assessment.
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Multi-species studies

Where the risk assessment indicates potential coscpopulations and communities of
organisms may also be tested under conditions neteeant to the field in micro- and
mesocosm studies. There has been extensive interaldiscussion and guidance generated
for such studies with PPPs over recent years (#d@AP and CLASSIC).

The Guidance Document on Aquatic Ecotoxicity (SAN8ZB8, 2002) makes
recommendations about how such studies shoulddmetesl. For the relevant taxonomic
groups in the study, a no observed effect conceorat the community level
(NOECcommunity) is derived using appropriate stigti techniques (e.g., Principal
Response Curves). In addition, NOECs for populatmirelevant organisms are reported
(NOECpopulation). Where there are effects at thmranity or population level, the time

taken for recovery to occur is reported.

The NOECcommunity, the NOECpopulation and the tiaken for recovery are then used to
determine a no observed ecologically adverse et@atentration (NOEAEC). The
NOEAEC is defined as the concentration at or belich no long-lasting, adverse effects
were observed in a particular higher-tier studg.(mmesocosm). No long-lasting effects are
defined as those effects on individuals that havemonly transient effects on populations
and communities, and are considered of minor eacdbgelevance (e.g., effects that are
shown not to have long-term effects on populati@mwgh, taking into account the life-history
characteristics of the organisms concerned). Gifferecovery rates may therefore be
acceptable for different types of organisms. Adipiinary guidance (but depending on the
study design and life-history of the organism caned), recovery within a period of 8 weeks
is considered acceptable for defining the NOEAEE. (if initial effects are observed, but
recovery is observed within 8 weeks, then the neat concentration can be considered to
have no ecologically adverse effects). The NOEARE therefore be higher than the

NOECcommunity or NOECpopulation since recovennorporated.

If the study is considered to be robust and relef@rthe concerns identified, the NOEAEC
may be used for a direct comparison with the releedge-of-field PEC. Otherwise, it is
suggested that an appropriate uncertainty factouldibe applied. At present, there is no
precise guidance on what uncertainty factors apecgypiate, and these are generally applied
on a case-by-case basis, taking into account theenaf the concern identified and the

available data.
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The NOEAEC (in combination with a uncertainty facibappropriate) can then be used to
define an Ecologically Acceptable Concentration (BA The EAC was defined at the
HARAP workshop “.....as being the concentration ab@ow which no ecologically adverse
effects would be expected. Depending on the tyualy, this can be defined either directly
(e.g. from semi-realistic multi-species or fielddies) or through the application of
appropriate uncertainty factors (e.g., with addisibsingle-species tests). Expert judgement

is needed in the derivation of an EAC”".

So while the NOEAEC is a study-specific measurel (artherefore relatively precise), the
EAC is derived from an overall evaluation of a campd (i.e., using all available laboratory
and field data). It is therefore subject to intetption through expert judgement, and
dependent on the risk scenario being evaluated énd=AC derived from a mesocosm study
simulating a permanent Dutch ditch may differ framEAC derived to protect ephemeral

streams in the Mediterranean).

3.1.5 Implications of the FOCUS surface waters approach and

considerations for landscape-level assessments

The implementation of the FOCUS water scenariosahasmber of consequences for the
development of higher-tier aquatic risk assessmé&hese are introduced below and then
discussed in more detail in the following sectiohthe chapter. Approaches for considering
a water body as a part of the landscape that ieslather water bodies, and cropped and non
cropped area will be considered, including:
- the hydrology of the water body and its influelocethe ecology of the system
- the spatial distribution of water bodies andllgdrological network (influencing

dilution and organism movement)

- the influence of temporal variation in chemicatlaorganism dynamics.

It is envisaged that integrating landscape relédetbrs into the risk assessment could

improve it in a number of ways e.qg.:

- by providing a better assessment of exposureesaquatic ecosystems are no longer
considered as isolated ones so that exchangestefiaianay occur

- by providing a better assessment of exposuramitme, for similar reasons

- by defining the attributes of the ecosystem tigut, defined for specific water bodies

- by allowing a more comprehensive assessmentoiegy potential.
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3.1.5.1 Development of ecological characterisitics for ponds, ditches and streams

The Focus Surface Water group recently developddciwater exposure scenarios that

include three types of water bodies (pond, dittteasn) which are summarized in Table 3.3.

These water bodies are relatively simple in thay thre effectively two compartments i.e., a

water phase of varying hydrology and a sedimens@halthough this development is an

improvement from the previous approach of usingerdimensional (30 cm depth) static

water body, it raises a number of other considenati Hydrological and morphological

characteristics are known to have a profound imfteeon biological assemblages. Other

local habitat factors may also be important. Cquosetly, it may be possible to use the

characteristics of the water bodies defined bySthdace Water group to begin to

parameterise the ecological characteristics ofstemarios. For example, by considering the

climate, slope and soil type, it could be possibldevelop a preliminary view of the sorts of

species assemblages that may be associated wsthtreger bodies. It is also apparent from

the literature that a range of other factors infteassemblage composition. These water

bodies also occur in different ecoregions (as @effimnder 2000/60/EC), so it would be

anticipated that there will be differences in oliganassemblages for biogeographical

reasons.

Table 3.3: Association of water bodies with Step 3

scenarios, adapted from Doc

Sanco/4802/2001
Scenario Weather Water body Slope (%) Soil type Ecoregion*
station type(s)
D1 Lanna (SE) Ditch, stream 0- Clay Central plains
D2 Brimstone Ditch, stream 0- Clay Great Britain
(UK)
D3 Vredepeel Ditch 0 Sand Central plains
(ND)
D4 Skousbo (DK) Pond, stream - Light loam Central plains
D5 La Jalliere Pond, stream - Medium loam Western plains
(FR)
D6 Thiva (GR) Ditch 0-4 Heavy loam Hellenic western
Balkan
R1 Weiherbach Pond, stream 2-4 Light silt Central highlands
(DE)
R2 Porto (PT) Stream 10-30 Light loam Iberic-Macaronesian
region
R3 Bologna (IT) Stream 0-155 Heavy loam Italy, Corsica, Malta
R4 Roujan (FR) Stream 2-10 Medium loam Western highlands

* From WFD 2000/60 Annex XI
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3.1.5.2 Relating the exposure profile to potential for effects

The exposure scenarios developed by the FocusceuNater group include exposure
profiles through time from the date of applicataomd the weeks thereafter. These exposure
profiles integrate different input events into sied water i.e., spray drift at the time of
application and subsequent runoff or drainage evékihen relevant, successive applications
are integrated for exposure calculations. Suck-tiarying exposure has consequences for
risk assessment. For example, refinement of Hkeassessment beyond the use of the
PECmax could then include considerations of thieiémfce of concentration peaks and their
subsequent dissipation, along with the duratioreturn frequency of those peaks in relation

to appropriate ecotoxicological threshold concdiure.

Directive 91/414/EC requires that both short-amyiterm risks to aquatic organisms are
assessed. Acute (short-term) risk and long-terks misay be of very different nature due to
the endpoints that are measured and the exposndiions in the tests. Acute risk is often
based on effects observed in short duration stiti@s 1 to 5 days). Exposure conditions in
the studies are maintained and the effect cond@ntrderived from the study is compared to
the PECmax. When the PECmax is derived from amaconcentration peak, i.e. for
substances that dissipates rapidly from the watemmn, the return frequency of the peak

should also be taken into consideration when cemnisig the potential duration of effects.

Assessing long-term risk is more problematic siest concentrations are constant over the
relatively long duration of the study (from 21-28da.100 days or more for laboratory

studies). For compounds that dissipate rapidipoderately, it is more difficult to assess the
implications of chronic toxicity data. A variety approaches are available to address these

issues, and these are discussed further below.

3.1.5.3 Influence of landscape-related factors

At present, risk assessments for PPPs are condaicted "edge-of-field" scale, meaning that
risks are evaluated for a water body located aetge of the field on which treatment(s) is
(are) applied. The "edge-of-field" scale is ofteers as a lower tier for the risk assessment
(compared to the more realistic "landscape” scélielmis considered as a higher tier)

because it proposes a simplified pattern to evalusks to aquatic organisms, namely:

- input in the water body of actives substancegarfdrmulated products come from

onesourcei.e.treatment of a single field area;
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plant protection products are consider ed independently, i.e. assessors have to
answer to the question of risks posed by treatmiatcrop with the product for
which authorisation is asked for in the contexbokctive 91414/EC (EU, 1991);
they are not considered in the wider context ofifppaotection programs associated
to crop management (e.g. tank mixtures or in a wa@dene mixtures that may occur

in water bodies due to multiple input sources);

thewater body considered is hydrologically and biologically isolated, i.e. no

exchange or renewal of water and/or biological maltes possible;

aquatic assemblages are consider ed theoretically i.e. assemblages are presumed to
be made up of sensitive species of primary produggimary consumers
(invertebrates) and predators (fish), irrespeadivelimatic or hydrological

conditions.

These assumptions may be refined in order to afisessks in a more realistic way, for

exampl

e by:
considering input from several sources.(from several fields);
considering the possibility of and assess riskbéncontext of multiple exposure;

considering the degree of hydrological and biolabaonnectivity of the water
body (.e. take into account that in a stream water is regwonsider the possible
arrival of aquatic organisms from upstream or fiatmer and non hydrologically

connected water bodies);

considering an aquatic assemblage as more closlekgd to the water body type

(e.g. consider the probability of macrophyte depeient, presence of fish).

It is important to note that it may be relevanta¢tine any of these aspects even at the "edge-

of-field" scale. As discussed above, the ecologibalracteristics of the water bodies

describ

ed in Step 3 could be considered. Furthexnexposure to several active substances

at the same time may occur even in isolated watdrels because of the use of "premix"

products, but also when surface water is expossdueral substances over time. Moreover,

in the c

vicinity.

ase of ditches or streams, inputs may doone several treated areas located in the
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For aquatic species, connectivity of the ecosysseam important consideration, even at the
edge-of-field scale. Mobility of organisms allovesovery potential from an external source
I.e. from another section of the water body and sqmeeiss have mobile aerial stages so that
even populations in an hydrologically isolated watedy may recover due to external input

of organisms.

When evaluating risks across a landscape or regsks, to the various surface water bodies
may vary according to differences in exposure affdrénces in the organisms present. In
this case, it may be appropriate to consider iskgpulations at the meta-population level
(i.e. by evaluating population dynamics acrossngeaof water bodies and taking into
account the potential movement of individuals bemvthose water bodies). Furthermore, at
a regional landscape level, it is also necessacpmsider the influences of multiple exposure
through time and multiple sources of exposure. &lvessiderations regarding potential
influences of scale on the risk assessment are aused in Table 3.4 below. Performing
risk assessment at the "edge-of-field" or at taedscape" level should refer to the scale on
which the risk is focused, rather than to the satl@hich each parameter exerts its

influence.

Table 3.4: Landscape factors that should be conside  red for the "edge-of-field" and at the

"landscape” levels.

Landscape related factors Scale of the risk assessment
Edge-of-field Landscape

Ecological composition:

- from water body hydrology X X

- from water body connectivity - X

Water quality restoration capacity:
- from active substance information on fate and behaviour

- from hydrological networks X X
- X

Ecological recovery:

- from water body capacity to recover X X

- from ecological connectivity ) X

Multiple exposure:

- from the "edge-of-water body" area X X

- from all water bodies of the landscape - X
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3.2 Factors that influence organism composition

In this section, an overview is provided of currknowledge concerning approaches for
predicting the occurrence of species and communitisurface water, and their potential
application in the development of ecological scesar The occurrence of species is
principally determined by two factors: (i) the atiicand biotic conditions which determine
whether a species can inhabit the habitat conceanddii) the wider geographical
distribution of species (biogeography). A reviefnhese factors and their implications for

risk assessment is described below. Suggestioristioe developments are also included.

3.2.1 From conditioning factors to biological indices

3.2.1.1 Hierarchy of factors influencing freshwater assemblages

Organism assemblages are determined by a wideyafiéactors operating at many scales.
At the highest level, environmental factors liker@te, parent substrate material and
geomorphology will determine the occurrence of sgmecAt a more local level, assemblages
will be influenced by a variety of factors that &@h spatially and temporally variable (see
Table 3.5). The challenge for developing ecoldgicanarios would be to categorise those
factors that are most relevant for distinguishipgces assemblages that are likely to occur

in agroecosystem landscapes.

A broad classification scheme used to derive spamenposition is described in the EU
Water Framework Directive (EU, 2000), where, basedhe work of lllies (1978), a number
of European ecoregions for surface waters are elefisee Annex 3). Within these regions,
the water bodies are characterised using altitside,and geology. Altitude, size and geology
influence the environment at the local scale viuences on soil structure, organic matter
content, salinity, acidity, moisture, nutrient dadility, substrate, saproby, dynamics, food
source, micro climate, current velocity dimensiod drying. These factors themselves then
determine the species that are present. A ‘futat deriving ecological scenarios could
therefore use such a classification (see also TaB)e whereby the relevant ecoregion for
each of the fifteen water bodies in the ten surfeater scenarios could be used as the
starting point for defining the likely assemblafving established the broad characteristics
of the scenario based on climate, substrate anggghology, it may then be possible to
evaluate more local conditions described by the BOGurface water scenarios to estimate

the species that would be expected to occur (g.differentiating between species that
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typically occur on clay or sand substrates). Famthformation on how local factors might

influence the assemblage is described below.

Table 3.5. Hierarchy of abiotic factors influencing water assemblages.

Major influence Subtopic Detalil Minutiae
Latitude, longitude, Climate Rainfall, wind, isolation Growing season; mixing
altitude cycles; seasonal cycles;
permanence
Underlying geology Water pH, sediment Links to topography Transparency
input
Topography, slope Water body morphology, Depth, flow, basin Light penetration,
catchment size contours, surface areas oxygen distribution,
littoral development
Human impact Land use, drainage, Impacts of addition of Temporal variation in
sources of pollution nutrients and toxicant concentration

3.2.1.2 Local assemblage conditioning factors and models

Predicting the occurrence of species based on atntidaditions is a fundamental aim of
ecology. For aquatic organisms, much researciéeas conducted to determine the
influence of abiotic factors on community structur&/hat emerges from such studies is that
habitat type tends to determine the biologicatdraf organisms (and hence species) that live
in them (the habitat templet or template theorgofithwood, 1977). A number of studies
have demonstrated links between the species prasdriactors such as flow and substrate
types (Statzner et al., 1997; Townsend et al., 19¥ese have indicated that if the local
habitat conditions are known, then the likely lfistory attributes of organisms living there
can be predicted, and with sufficient biogeographicformation, likely species composition

can be assigned to the water body.

There are many examples of studies where locatdtatmnditions have been used to develop
assemblage prediction systems. A number of theseraler development under the EU
Water Framework Directive (EU, 2000), for instative AQEM assessment system for
riverine macroinvertebrates (seww.agem.dg the StaR — Standardization of River
Classification Project (segww.eu-star.gtIn various Member States, prediction systems
exist or are under development (for instance MOWiEafjuatic vascular plantsf(Bakkenes

et al., 2002) RISTORI for aquatic macrofauna in the Netherlafiplsrand and Peeters, 2000,
Verdonschot et al., 2003), RIVPACS for macroinverates in the UK (Wright et al., 2000),
PSYM for ponds in the UK (http://www.brookes.acpitidaction/PSYM2.htm), small

riverine fish (Mastrorillo et al., 1997), plantscamacroinvertebrates in ditches, streams,

337




N

© 00 N O O b~ W

10
11
12

13

14
15

ponds and rivers in agricultural areas (Biggs etalprep), and the lllies classification of

European limonfauna (lllies, 1978).

In some cases, these classification systems covgayndetailed data on the range of physico-
chemical conditions under which organisms are faonatccur. One example of the type of
data available is the Limnodata Neerlandica, aldesta consisting of aquatic organisms
(phytoplankton, vascular plants, epiphytic diatore®plankton and macro-invertebrates) and
the ranges of abiotic parameters under which tleeyro(oxygen (mg/l), oxygen saturation
(%), biological oxygen demand (mg/l), NH4-N (mgK)eldahl-N (mg/l), NO2-NO3-N, total

N, ortho-P, total-P, pH, chloride, conductivity, @8, K, Mg, HCO3, SO4, chlorophyll,
depth, area, time of year (month), soil type, watpe, stream velocity, detritus layer). An
example is given foDaphnia puleXSTOWA, 1997) in Table 3.6. Such data sets hamarcl

applications in the development of ecological scesa

Table 3.6. Example of available data concerning the  range of abiotic factors and the occurrence

of species.
Daphnia pulex
Parameter Unit N Average P10 P90
pH - 352 7.94 7.74 8.15
Conductivity mS/m 48 64.1 33.6 114
View m 41 1.35 0.25 3
Depth m 303 2.26 1 3
Width m 303 37.9 10 115
02 mg/l 50 9.31 3.65 14.3
O; saturation % 9 93.3
BOD mg/l 31 5.79 1.9 9.3
P-tot mg P/l 51 0.498 0.05 0.68
ortho-P mg P/ 49 0.182 0.01 0.466
N-tot mg N/I 22 1.55 0.715 2.69
Kjeldahl N mg N/I 46 2.74 0.675 5.2
NH4 mg N/I 83 0.365 0.035 0.68
NO2+NO3 mg N/I 161 1.36 0.11 2.94
Chlorophyla po/l a7 33.2 2 101
K mg/l 21 7.18 4.81 8.05
Ca mg/l 157 80.3 57.3 103
Mg mg/l 155 9.17 5.76 134
Na mg/l 21 23.7 17 26.5
Cl mg/l 354 96.2 37.8 131
SO mg/| 25 57 27 68
HCO3 mg/l 223 208 173 288
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These data provide the basis for predictive mosiath as those mentioned above. For
deriving a predictive model from this kind of datot of ecological theory and testing of the
model is needed. Although most of these modelsleveloped with the aim to predict the
effects of environmental changes, or in some caesEs/ery of community structure, they can
be used to predict the community structure thathirig expected under the given

circumstances.

3.2.1.2 Biological Indices

Another approach that was reviewed was the potapjalication of biological indices for

the development of ecological scenarios. To infaramitoring programmes, species data are
gathered with the aim of building biological indéic® summarize the ecological status of the
water body. Such indices have been developed obatie that the presence and abundance
of species in an aquatic system is related to nabggiical, physical, and chemical

descriptors of aquatic systems. As an examplerialorate indicator taxa that are used in

France for streams are listed in Table 3.7.

Table 3.7. Taxa used in the IBGN system and indicat  ing values. Each of these taxa has been

described through its ecological traits as related in Annex 5 (from Tachet et al., 2000).
Indicating taxa Value Indicating taxa Value
Chloroperlidae 9 Leptoceridae 4

Perlidae Polycentropodidae
Perlodidae Psychomyidae
Taeniopterygidae Rhyacophilidae
Capniidae 8 Limnephilidae 3
Braphycentridae Hydropsychidae
Odontoceridae Ephemerellidae
Philopotamidae Aphelocheiridae
Leuctridae 7 Baetidae 2
Glossosomatidae Caenidae
Beraeidae Elmidae
Goeridae Gammaridae
Leptophlebiidae Mollusca
Nemouridae 6 Chironomidae 1
Lepidostomatidae Asellidae
Sericostomatidae Acheta
Ephemeridae Oligochaeta
Hydroptilidae 5
Heptagniidae
Polymitarcidae
Potamanthidae
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Biological indices have been used in combinatiotihwhemical and physical indices to
assess impacts of metal contaminants and physieshions in urban streams (Rogetsl,
2002), and of pesticides in running waters in aduical areas (Liess et al., 2001b). Most
often impact studies are based on the total nuwidaxa, the percentage of ephemeroptera,
plecoptera and trichoptera (EPT) and the HydropsgeliTrichoptera ratio (Hickey and
Golding, 2002; Rogerst al, 2002; Schmidét al, 2002). Indeed, EPT are considered to
present the highest diversity among invertebratésscon, 1989). Moreover, the sensitivity
of ephemeropterans and plecopterans to pestigd®sein observed in microcosm and field
studies (Schulet al, 2002). Coleopterans also are considered relgtbensitive whereas
Dugesiasp., chironomidae and simulidae are generallyidensd to be more tolerant to
pesticide pollution. Here the remark has to be ntadethese conclusions are mainly based
on tests with certain types of insecticides. Fbeogroups of pesticides other sensitive

groups might occur.

3.2.2 Future development of ecological scenarios and their use in risk

assessment

Considering the available approaches mentionedeliowould probably be feasible in the
future to begin to describe the communities ofdifferent water body types included in the
FOCUS surface water scenarios. A good examplestidy which includes many of the
approaches outlined below is that of the ‘Aquatiosystems in the UK agricultural
landscape’ project funded by UK-DEFRA (Ponds Covestgon Trust, 2003) which has
described typical invertebrate and plant assemblémea range of surface waters associated
with UK agroecosystems. Such studies are recometeas a good point of reference for
future work at the EU level. An overview of a pdiahapproach to develop the scenarios is

shown in Figure 3.2 and further details are descrifrelow.
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Figure 3.2. Outline of a scheme for developing eco  logical scenarios for the FOCUS surface

water scenarios

15 water bodies associated with
FOCUS surface water scenarios

I

Allocation of water body to EU
ecoregion

I

Determination of underlying
geology, substrate, flow regime

Typical physico-chemical Seasonal variation in

Determination of likely physico- |— parameters as modelling physico-chemical

chemical parameters

l refinement parameters
Determination of assemblage |—p| High-level categorisation |_y,]  Generic life-
composition (based on models anfl of organism assemblage history data
supported by field data l
Detailed assemblage Detailed life-history
information > data, including
seasonality

Of the many variables that influence the diversitpquatic ecosystems, perhaps the key
factors are biogeographical location, flow regimued substrate type, and descriptions of
these parameters are already available. Withsthisof information, even if wholly

empirical methods are not available, it is usuptigsible for the expert limnologist to predict
the species that will be present. Based on the@dyravailable properties of the fifteen water
body / scenario combinations in the surface watenarios, it therefore seems likely that it

would be possible to define ecological assemblages.

The level of detail of assemblage definition thaind be achievable would vary among
taxonomic groups and types of water body. For exanfipr macroinvertebrates and
macrophytes, there are probably sufficient datasfoall streams and ditches to generate such
ecological scenarios, but data are somewhat moitell for ponds. A preliminary summary
table of likely data availability and feasibility oollecting data for the different water body

types and certain taxonomic groups is shown ing ai8.

Data availability tends however to be patchy indifferent member states and depending on

water body types. In order to develop the ecoldgicanarios, it would be necessary to
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establish a group of expert limnologists from theiaus regions of Europe, and perhaps an

extended network of European experts for consahiaand checking (e.g., via a distributed

network as proposed by the FreshwaterLife projeetv.freshwaterlife.ory

Table 3.8 Indication of data availability and feas

ibility of collection for different taxonomic

groups in different water bodies

Taxonomic Pond Ditch Stream
group
Availability Feasibility Availability Feasibility Availability Feasibility
Fish Poor/ Low Moderate Moderate High High
moderate

Macro- Moderate High Moderate High High High
invertebrates

Zooplankton Poor High Moderate High n.a. n.a.

Macrophytes Moderate High Moderate High Moderate High

Phytoplankton Poor Moderate Moderate Moderate n.a. n.a.

n.a. = not applicable

As a first step in developing ecological scenariosay be possible to propose quite a broad
assemblage classification in terms of the most dhoihspecies groups present at a high level
of taxonomic resolution, e.g. Cyprinidae, Salmoridaammaridae, Baetidae, etc. Starting at
this level and then building in more complexity balso perhaps lead to the development of
different tiers of ecological scenarios, dependinghe degree of risk assessment refinement
that was appropriate. For example, if it couldstated for a pond scenario that fish were
likely to be represented by cyprinids rather thalimenids, the relevant ecotoxicological data

could then be used to refine the risk assessment.

One further possible approach to support this @greént would be to use available field
data of species composition in agricultural arsae for example Williams et al., in press) or
to collect those data in the future (although reisognised that the feasibility of this is varied
— see Table 3.8). Constraints of such a methdddedhe extent to which data could be
extrapolated and that sites would need to be ssladrefully so that assemblages were

broadly representative of uncontaminated conditions

A further step in the development of ecologicalnseces would be to link life-history
information to the species present. For exampkeptesence of different life stages during

the season could be an important considerationusecaf the potential for differences in
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sensitivity. Information on the life cycle charegstics of an organism would also be helpful

in establishing recovery potential.

At present, the FOCUS surface water scenariosaaeneterised in such a way that a
minimum water depth is maintained. However, manyase water bodies vary substantially
in their seasonal hydrology, even drying out f@raportion of the year. A review of these
types of water bodies is included in Annex 4. FRertwork in this area should consider the

importance of seasonally intermittent water bodies.

Developing an ecological component to the surfaatemnscenarios could be used to refine
further the higher-tier risk assessment. By idgintg the taxa typically associated with the
scenarios, it would be possible to refine the askessment by focusing on those species that
are likely to be of concern. This could assighia interpretation of existing data (e.g. by
examining the sensitivity of those species presentterpreting micro/mesocosm studies),
and could also guide the development of new appesasuch as ecological modeling (e.qg.

by using information on the life-history of suclganisms to both refine the effects
assessment and to make some forecasts of likadyeegrates from any effects — see Section
3.5).

Again the work could start based on available secesaescribed at step 3. These scenarios
probably do not cover all specific crop situati@amsl neither do they cover all ecological
situations (e.g. citrus or olive crops, drying tgs, etc) and new scenarios that might be

developed should also be considered for ecologiggdoses.

3.2.3 Influences of species sensitivity

One implication of developing ecological scenamald be that there may be differences in
sensitivity between assemblages depending oncheiposition. A brief review of the

current use and applications of species sensitbathsiderations is included below.

3.2.3.1 Species sensitivity ranking

In the field, a range of species can be exposedvriety of toxicants. To predict the effects
of toxicants and to understand changes in speoi@pasition in communities it is therefore
desirable to know relative species sensitivity tarsge of toxicants. However, for many
species little information about their sensitivigyavailable. Hence, a major problem of data

limitation exists to predict the effects of toxitafPosthuma et al., 2002). This problem in
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current risk assessment was also recognised dilmng ARAP workshop (Campbell et al.,
1999).

The limitations associated with the use of standestiorganisms lead to the application of
species sensitivity distributions (SSD) in riskesssnent. By the use of several test-
organisms a distribution of sensitivity of organssis developed to assess the fraction of
species affected in the environment. This refindroéthe concept of representative test
species gives a better assessment of effects enthieonment as the sensitivity distribution
allows to estimate the affected percentage of dgimencunity. However, a major limitation of
this approach is the extensive toxicological infation required for the great variety of
species assemblages existing in the field andetteiction to base the sensitivity distribution

on one substance.

In a UK DEFRA project (DEFRA, 2002) it was indicdtihat within one taxonomic group,
species from different geographical regions ortfvester habitats could be combined,
meaning that influence of regions or habitat ongesitivity is limited for the endpoints
under consideration. Furthermore laboratory derfs8®s can be representative for
(semi)natural assemblages. These conclusions angyrbased on experiments with

insecticides and herbicides.

As one possibility to deal with the limitation afformation and to include species data
Wogram & Liess (2001) suggested to rank aquaticonagertebrate species according to
their sensitivity usindpaphnia magnas a point of reference as for this species & grea
number of toxicants are evaluated. This methodlesdhe integration of various toxicants in
the ranking of species as a relative sensitivitygared tdaphnia magnaan be calculated
for each species and toxicant. To ensure a sufticitistical power, related species were
aggregated and species were ranked separatelyesjlect to organic compounds (Figure
3.3) and to metal compounds. This concept enabéesainking of a large number of aquatic
macroinvertebrate species according to their geitgito these two groups of toxicants. The
disadvantage of this concept lies in its reducedie@cy due to aggregation of information.
Nevertheless, the authors successfully appliednégihod to predict the composition of the
macroinvertebrate community in streams accordirt@egesticide contamination (Liess et
al., 2001b). The dataset which formed the basthisfstudy was dominated by insecticides,

so to some extent the conclusions are mainly laiteinsecticides.
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Figure 3.3. Differing relative physiological tolera  nces (log — relative sensitivity) of

macroinvertebrate orders with respect to organic an d metal compounds in comparison to
Daphnia magna. The vertical line at x = 0 represents the toleranc e of D. magna, with which the

other values are compared. Details see Wogram and L iess, 2001.
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Other species sensitivity ranking studies includesé of Mayer and Ellersieck (1988), and

Mohlenberget al (2001). The main results of these studies togetiiterthe study from

Wogram and Liess (2001), are summarised in Tab&ardl 3.10.

Table 3.9. Species sensitivity ranking among the in

vertebrate community (taxa appear from the

most to the less sensitive).

Mayer and Ellersieck

Mayer and Ellersieck

Wogram and Liess (2001)

Mohlenberg et al.

(1988)* (1988)** organic compounds*** (2001 )****
Claasenia sabulosa Perlidae Plecoptera Trichoptera, Cladocera
Pteronarcys californica Pteronarcidae Amphipoda Plecoptera
Pteronarcella badia Gammaridae Ostracoda Hemiptera
Palaemonetes kadiakensis Daphnidae Cladocera Ephemeroptera
D. magna, D. pulex Ephemeroptera Coleoptera
Gammarus fasciatus Asellidae Decapoda Amphipoda
Simocephalus serulatus Copepoda Isopoda
Asellus brevicaudus Diptera Odonata
Trichoptera Gastropoda
Odonata
Heteroptera
Coleoptera
Tricladida
Isopoda
Oligochaeta
Gastropoda
Hirudinea

Lamellibranchia

*from 14 to 25 species being tested with 14 insecticides.

**jdem, among families

***from arithmetic means of 5 to 460 individual values

**** nsecticides

Mayer and Ellersieck also proposed the followirtgedor fish (Table 3.10):
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Table 3.10. Several species sensitivity ranking amo  ng the fish community (taxa appear from the

most to the less sensitive).

Mayer and Ellersieck (1988)* Mayer and Ellersieck (1988)**
O. mykiss

L. macrochirus
Micropterus salmoides

O. kisutch
Salmo clarki Centrarchidae
Perca flavescens Palaemonidae
Salmo trutta Salmonidae
Ictalurus pyunctatus Astacidae
Cyprinus carpio Cypridae
Lepomis cyanellus
Pimephales promelas Ictaluridae
Cazrassius auratus Cyprinidae

Ictalurus melas

*from 14 to 25 species being tested with 14 insecticides.
** jdem, among families

Among invertebrates, Wogram and Liess (2001) faimad Cladocera are often among the
most sensitive species to both organic and inocgemmpounds and this is validated by other
authors (van der Geest, 2000). The ranking of Mdbgeget al. (2001) also indicates that
Cladocera are among the the most sensitive specszsne insecticides. Water fleas were
also found to be the most sensitive species to swomeatic amines in SSD studies (Ramos
et al, 2002). However, the comparison is probably infleedd by the fact that data on other
invertebrates are still far less numerous tharCladocera (Wogram and Liess, 2001). This
might in part explain some variability between stsde.g. the fact that Trichoptera were
found to be as sensitive as cladocera in the stilijohlenberget al. (2001) but not in the
study of Wogram and Liess (2001). One has alsotsider that the differences in sensitivity
among life-stages of these species, in combinatitnthe fact that every taxa was not tested
at the most sensitive development stage might lea/éo some bias in species sensitivity
ranking (Stuijfzand, 1999).

According to Mayer and Ellersieck (1988), specrss#ivity distribution of toxicity values
may present various orders of magnitude dependirth@class of the animals. The
distributions of toxicity values (EC/L&for 352 chemicals, 61 species) were eight order of

magnitude for crustaceans, seven for insecta,foinesteithyes and four for amphibia.
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Among species, frequency distribution ranged ovee nrders of magnitude and 90 percent

of the values fell within five orders of magnitude.

3.2.3.2 Relationship between biological indices and species sensitivity ranking

The polluosensitivity index based on invertebratative abundance data (described above)
was compared to available sensitivity ranking tddants in order to evaluate the
comparability of the two ranking methods Comparisbthe IBGN polluosensitivity index
and the database ranking of Wogram and Liess (20@i/jded a poor correlation (see
Annex 6). This was not surprising since the IBGaksification is based on non-specific
compounds while the ranking of Wogram and Liedsaised on sensitivity to active
compounds. Furthermore, the level of identificaticas not similar in the two databases thus
limiting analytical sensitivities. Finally, manyd@rs probably influence the survival of a
population in natural aquatic ecosystems whicmaténcluded in laboratory tests for

species sensitivity ranking databases.

From the above data, it appears that species arthat are described as “indicator species”
for organic pollution might not be consider@griori as relevant indicator species
concerning pesticide pollution. This may be expdal in part by the specificity of the modes
of action of pesticides compared to general orgeoitaminants. Other factors such as
individual/population mobility and behaviour in thgquatic system, as well as differences in
sensitivity between different life-stages for acpe have also been proposed (Stuijfzand,
1999). Therefore, predictions of communities asuded from models based on abiotic

factors may not rule out sensitivity of communitiesactive substances.

3.2.4 Conclusions

There is currently no ready-to-use model for dewiglg ecological parameters to accompany
the FOCUS surface water scenarios. There is haveegeowing body of data and
approaches that could be used to begin to develdpgical surface water scenarios based
on the properties of the ambient environment. Mzlable models require at least climatic
(e.g. temperature), hydrological (e.g. water rediare substrate descriptors. Since highly
detailed assemblage descriptions are currenthféassble, one preliminary option would be
to develop a system at the ecoregion level at ddéoel of taxonomic resolution (e.g. family

level).
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Ecological scenarios could be used to help designirgerpret higher-tier studies and risk
assessments. For example, an ecological scermrid lbe used to evaluate recovery
potential of a sensitive group under differing ctinds. However, their development should

certainly not be seen as a requirement for testuagy assemblage type.
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3.3 Factors that influence effects

As developed in chapter 3.2, species assemblagagiatic ecosystems are the result of
conditioning factors that are gathered under {ihate, (ii) hydrology and (iii) nature of
substrate, and commonly stated as temperatureppiden concentration, etc. These factors
are discussed here as abiotic factors. Ecologisafiecenarios means to integrate the most
important of them among descriptors of water badiég inference of that is then to identify
whether abiotic factors may exert an influencelandverall observed effect of substances on
aquatic organisms and if yes, to try to define mé#hto integrate this into risk assessment. In
section 3.3.1, typical abiotic factors related goiaic systems have been reviewed for their

influence on the toxicity of chemical substances.

A special case of abiotic factors related to adtical practices is the presence of other toxic

substances, especially pesticides. They are disdussection 3.3.2.

Other factors influence general impact of substanahich relate to organisms themselves.
These are discussed here as biotic factors (s€2t808). Biotic factors are typically related
to trophic and demographic aspects in communifibis review has been performed with the
aim to get an idea of the relative importance ofibifactors in the global response of

organisms to the presence of toxicants.

When abiotic factors also act indirectly on thepmsse of an organism to the presence of a
toxicant, through their influence on biotic factaifsis is discussed in the chapter of the

abiotic factor.

3.3.1 Abiotic factors

In this section, an overview is given for the alzigtarameters temperature, pH, @rganic
matter, salinity, nutrients, drying and substratevihich data ar